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Abstract – One of the most important factors triggering the 
occurrence of traffic accidents is that drivers continue to drive in 
a tired and drowsy state. It is a great opportunity to regularly 
control the dynamics of the driver with transfer learning methods 
while driving, and to warn the driver in case of possible drowsiness 
and to focus their attention in order to prevent traffic accidents 
due to drowsiness. A classification study was carried out with the 
aim of detecting the drowsiness of the driver by the position of the 
eyelids and the presence of yawning movement using the 
Convolutional Neural Network (CNN) architecture. The dataset 
used in the study includes the face shapes of drivers of different 
genders and different ages while driving. Accuracy and F1-score 
parameters were used for experimental studies. The results 
achieved are 91 % accuracy for the VGG16 model and an F1-score 
of over 90 % for each class. 

 
Keywords – Deep learning, drowsiness, transfer learning, 

VGG16. 

I. INTRODUCTION 
Drowsiness and fatigue are one of the main factors that 

threaten road safety, as they cause vehicle drivers to be 
distracted quickly. Considering that the transition from 
drowsiness to sleep occurs unconsciously and suddenly, it can 
be understood how important it is to detect and prevent this 
situation. In a study conducted by the National Sleep 
Foundation of America, it was determined that almost 20 % of 
vehicle drivers feel drowsy while driving [1]. Other studies 
have revealed that 20 % of traffic accidents occurring 
worldwide and approximately 50 % of traffic accidents 
occurring on certain road types are associated with driver 
fatigue [2]. Considering all these facts, it is of great importance 
to develop sleep and drowsiness detection systems in vehicles 
for the establishment of traffic and community safety. With the 
development of technology in recent years, the interest in the 
use of different technological driving safety systems in vehicles 
has increased. Driver drowsiness and fatigue detection systems 
are one of the vehicle security systems that enable the drivers 
to focus when they are tired. There are various methods that can 
be used to measure the fatigue of vehicle drivers. Frequency of 
yawning, constriction of pupils, increase in the number of 
blinks, percentage of closure of the eyelids are among the 
important symptoms for the detection of drowsiness [3]. 
Drowsiness detection systems basically aim to analyse the 
images taken continuously or at regular intervals, depending on 
the system design, using various methods, by means of a 
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camera placed on the windshield of the vehicles, and to regain 
the driver’s attention by activating the warning systems in case 
the driver is determined to be tired as a result. Different methods 
can be tried to detect the sleep and drowsiness of vehicle 
drivers. The idea of using deep learning-based systems to detect 
sleep and drowsiness of vehicle drivers, which has attracted 
great interest in recent years, is promising for the future. 

In the literature, there are various classification studies 
aiming to detect lethargy with transfer learning techniques. Dua 
et al. [4] obtained 85 % accuracy using ResNet and AlexNet 
networks. Dwivedi et al. [5] obtained 78 % accuracy rate by 
using SoftMax layer in order to perform classification in their 
studies aiming to detect lethargy using CNN architecture. Park 
et al. [6] achieved 73 % accuracy in their study where they 
proposed a deep learning-based network using Alex Net, VGG-
FaceNet and FlowImageNet networks to find driver sleep from 
the given input videos. 

In this study, the driver images obtained using the in-vehicle 
camera system were analysed using a CNN-based system and 
the VGG16 classification algorithm, and a classification 
process was carried out to determine whether the drivers’ 
eyelids are open or closed and whether the drivers are yawning. 
Accuracy and F1-score parameters were used for experimental 
studies. Section 2 includes the materials and methods used; 
Section 3 presents results and discussion, and the last section 
draws up conclusions. 

II. MATERIAL AND METHODS 

A. Dataset 
In this study, the YAWDD dataset [7] published by the 

Association for Computing Machinery was used for the 
classification process of the driver drowsiness. This data set, 
which consists of photographs of 322 drivers with various facial 
features in a real car recorded by an in-car camera, consists of 
four different classes: yawn, no-yawn, open eye and closed-eye.  

Fig. 1 shows the image examples of the yawn, no-yawn, open 
eye and closed-eye classes in the data set. Of the 2900 samples 
in the data set, 726 are closed, 726 are open, 725 are no yawn 
and 723 are yawn classes. The data set was used as 80 % 
training and 20 % test set. The data used in the training phase 
were not used in the testing phase. The distribution of the 



Applied Computer Systems 
_________________________________________________________________________________________________2022/27 
 

84 
 

samples used in the training and testing phase is shown in 
Fig. 2. 

 
Fig. 1. Image samples in the dataset. 
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Fig. 2. Distribution of image samples used in training and testing phase. 

While the validation set was used to have information about 
the evolution of the training process, the test set was used to 
show how the generated neural network has the ability to 
generalize in the correlation between the actual and predicted 
values. The training set is used to learn the weights in each 
layer.  

B. Proposed Method 
Accurately detecting the decrease in the alertness of the 

driver while driving is of great importance to prevent any 
accident that may occur. In this context, it is urgent to develop 
a method to warn the driver. In this study, driver images 
obtained using the in-vehicle camera system are analysed based 
on transfer learning. With the created system, it is determined 
whether the drivers’ eyelids are open or closed and whether the 
drivers have yawning status. The generated transfer learning-
based model provides a non-contact technique to assess various 
driver alertness levels and facilitates early detection of decline 
in alertness while driving. Fig. 3 shows the proposed method 
for detecting driver dynamics while driving based on transfer 
learning. 

Small datasets can degrade CNN performance due to 
overfitting. Data augmentation is necessary for higher accuracy 
performance and to reduce the problem of overfitting [8]. In the 
proposed method, in order to detect the current dynamics of the 
drivers, data augmentation was performed by applying random 
rotation to the training images in order to greatly reduce the 
overfitting problem in the created neural network. 

This greatly reduces the overfitting problem. Resizing was 
applied to the images to transform them into form suitable for 
the pre-trained models. Even if pre-trained CNN architecture is 
used in this study, fine-tuning strategy has been applied to 
create an effective deep learning model. In this context, the last 
five layers of the pre-trained deep network model are based on 
a fine-tuning strategy tailored to the target data. This process 
was performed using the framework of the VGG16 model with 
million parameters. By using such a large roof and fine-tuning, 
high quality code samples were created. The proposed approach 
was used to determine whether the drivers’ eyelids were open 
or closed and whether the drivers were yawning. 
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Fig. 3. Flow chart of the proposed method for transfer learning-based determination of driver dynamics while driving. 

C. Convolutional Neural Network 
Convolutional Neural Network (CNN), a model for 

processing data with grid-like structures such as images, has 

been proposed by Lecun et al. [9]. It can be stated that the most 
useful aspect of CNN, which is designed to automatically and 
adaptively learn spatial hierarchies of features from low-level 
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models to high-level models, is that it leads to a reduction in the 
number of parameters. Another feature of CNN that makes it 
important is that abstract features can be obtained when the 
input is spread to deeper layers. For example, in image 

classification, edge features can be detected on the first layers, 
simpler shapes on the second layers, and higher-level features 
on the later layers. Fig. 4 shows the basic CNN architecture. 
 

 
 

Fig. 4. General convolutional neural network architecture. 

Here, the convolution layer and the pool layer extract deep 
features from the input data and pass them to the fully 
connected layer to ensure that the system produces accurate and 
fast results. The convolution process is performed as follows: 

 
,

n n
m x y mA P K= ∗  (1) 

Here Px,y denotes input image. x, y represents the spatial 
location.   n

mK presents the mth convolutional kernel of nth layer. 
The pooling process, which is responsible for reducing the 
volume of the image, is carried out as follows: 

 ( ),β n
n c x yX A=  (2) 

Here βn denotes the nth output feature map, while ,
n
x yA  

denotes nth input feature map. Xc represents the type of pooling 
operation.  

The fully connected layer transmits these properties to the 
output layer. The fully connected layer transmits these features 
to the output layer. Network training in CNN consists of two 
stages, forward propagation and backward propagation, and at 
the first stage, the input image is represented by the weight and 
bias at each layer and the forecast output is used to calculate the 
lost cost value. In the second step, the gradient value of each 
parameter is calculated backwards with the chain rule, and the 
gradient value of all parameters is updated and used for the next 
advanced step. This process ends after both stages are repeated 
enough and the network training is completed. 

D. VGG16 
VGG16 [10] is a simple network model developed for better 

results in the 2014 ILSVRC competition. The most important 
difference that distinguishes this model from previous models 
is that the dual or triple convolution layers are followed by the 
commoning layers. In previous models, the pooling and 

convolution layers are successive. There are a total of 21 main 
layers in the VGG16 model, which consists of pooling, 
convolution and fully connected layers. 

Fig. 5 shows the general VGG16 architecture. In this 
architecture, the image input resolution is 224×224 pixels and 
the filter size in the convolutional layer is 3×3 pixels. The last 
layers in the architecture consist of fully connected layers used 
for feature extraction. 

E. Performance Parameters 
Accuracy, precision, recall and F1-score parameters were 

used to evaluate model performance. The formulas for these 
evaluation metrics are as follows: 

 TP    TNAccuracy
TP FP TN FN

+
=

+ + +
, (3) 

 TPPrecision
TP FP

=
+

, (4) 

 TPRecall
TP FN

=
+

, (5) 

 pecision     recallF1 score 2
precision recall

×
− = ×

+
. (6) 

True Positive (TP) refers to correctly classified negative 
cells, while FN (False Negative) refers to incorrectly classified 
negative cells. Similarly, TN (True Negative) indicates 
correctly classified positive cells, while FP (False Positive) 
indicates incorrectly classified positive samples. Confusion 
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matrix containing different combination of actual values and 
predicted values was used in this study. 

The higher the accuracy value, the higher the classification 
performance. Precision and Recall are used to evaluate how 

accurate the classification is. A low Recall value indicates that 
the classifier suffers from a large number of FNs, and a low 
Precision value indicates that the classifier suffers from a large 
number of FPs. 

In
pu

t

C
on

v

C
on

v

Po
ol

C
on

v

C
on

v

Po
ol

C
on

v

C
on

v

Po
ol

C
on

v

C
on

v

Po
ol

C
on

v

C
on

v

Po
ol

FC FC FC

So
ftm

ax

Layer 1 Layer 2 Layer 4Layer 3 Layer 5 Layer 6 Layer 7

Input

Conv

Pool

FC

Softmax

: Image Input

:Convolutional Layer

: Max-pooling Layer

:Fully-connected Layer

:Softmax Layer

 
 

Fig. 5. VGG16  model architecture. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 
In this study, a neural network is trained to classify the data 

provided by the dataset to determine the drowsiness and 
sleepiness of vehicle drivers. Estimates were made with the test 
set consisting of 64 images. No overfitting problems were 
observed during the training phase. The confusion matrix 
obtained as a result of the training with the neural network 
created using the transfer learning strategy is shown in Fig. 6. 

 
Fig. 6. Confusion matrix obtained in the test set of the created neural network. 

When the confusion matrix obtained from the accuracy, 
precision, recall and F1-score parameters is examined, the first 
line represents the open eye, the second line represents the 
closed eye, next line represents no yawn and the last line 
represents the yawn class. When the Confusion matrix, which 
includes different combinations of real values and predicted 
values, is examined, it is seen that the model created has the 
ability to recognize each class. The data provided by the dataset 

were processed with the VGG16 classification algorithm in 
order to determine the drowsiness and sleep status of the vehicle 
drivers. The obtained classification accuracy is shown in 
Table I. 

TABLE I 
THE PERFORMANCE MEASUREMENT VALUES OF VGG16 MODEL 

CLASS ACCURACY PRECISION RECALL F1-SCORE 

OPEN-EYE 

0.91 

0.95 0.85 0.90 

CLOSED-EYE 0.87 0.96 0.91 

NO YAWN 0.91 0.93 0.92 

YAWN 0.93 0.91 0.92 

When Table I is examined, it is seen that the average 
accuracy rate of 91 % was obtained in the classification process 
made in the test set, which was created using the VGG16 model 
and included four different classes. 

Precision and Recall values should be 1 for good 
classification. In this study, precision results for open-eye, 
yawn, no yawn classes were at least 91 % and above. The F1-
score value, which is the weighted average of Precision and 
Recall values, is at least 90 % and above. As seen in Table I, 
high F1-score values obtained indicate that the classifier has 
low FP and low FN values. All these results clearly show that 
transfer learning-based vehicle systems are effective for driving 
safety optimization. Deep learning-based methods can combine 
feature extraction and classification to create an end-to-end 
classification model, avoiding the complex and time-
consuming design process of artificial features and classifiers. 
Table II shows a comparison of drowsiness detection methods 
in the literature in the context of Accuracy. 
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TABLE II 
ACCURACY COMPARISON OF DROWSINESS DETECTION METHODS 

AUTHORS METHOD RESULT 

GWAK ET AL. [11] ENSEMBLE MACHINE LEARNING 65.2 % 

JABBAR ET AL. [12]  CNN 83.33 % 

MEHTA ET AL. [13] EYE ASPECT RATIO AND EYE 
CLOSURE RATIO 84 % 

KEPESIOVA ET AL. [14] CONV GRNN, CNN, 84.41 % 

DUA ET AL. [4]  ALEXNET, VGG-FACENET, 
FLOWIMAGENET, RESNET 85 % 

PROPOSED METHOD TRANSFER LEARNING VGG16 91% 

Gwak et al. in their study used the ensemble machine 
learning method to classify light sleepy states based on the 
perception of behavioural and physiological indicators of 
drivers [11]. 

Jabbar et al. used CNN-based neural network to detect 
microsleep and drowsiness. They used facial markings detected 
by the camera for drowsiness classification. The authors stated 
that the method with which they obtained an accuracy of 
83.33 % could be used for the detection of sluggishness in 
embedded systems [12]. Mehta et al. used an android 
application for the detection of driver drowsiness and made 
real-time detection with image processing techniques. In their 
study, the authors calculated two different rates to detect 
drowsiness based on adaptive thresholding: Eye Aspect Ratio 
and Eye Closure Ratio. In the system created, videos were 
recorded and the driver’s face was detected in each frame with 
image processing techniques. The authors achieved 84 % 
accuracy with the random forest classifier [13]. In their study, 
Kepesiova et al. determined whether the driver was awake or 
tired thanks to the neural network applied to the image captured 
with the help of the camera [14]. 

Dua et al. performed driver drowsiness detection with 
architecture consisting of four different deep learning models. 
The authors used RGB videos of the drivers as input in their 
work and considered four different features. Each of the deep 
learning models was used to detect different features, and the 
models divided the features into four classes such as 
sleeplessness, blinking and drowsiness, yawning and nodding. 
The authors achieved 85 % accuracy in their work [4]. 

In our proposed work, we applied the pre-trained VGG16 
architecture using the concept of transfer learning to reduce the 
training time of our model and increase the performance of the 
classifier. Thus, it helps prevent automobile accidents caused 
by falling asleep at the wheel by monitoring the fatigue status 
of the drivers. The obtained results show that the proposed 
method is applicable. 

IV. CONCLUSION 
It is an important task for public health and road safety to 

detect the driver’s sleepiness and drowsiness while driving 
before any accident occurs. In this study, a classification system 
based on transfer learning has been proposed using deep 
learning architectures. In the classification process, the data 

obtained from the data set have been classified in four classes: 
open-eye, closed-eye, no-yawn and yawn. With the VGG16 
model used in experimental studies, it has been observed that 
91% accuracy and an F1-score value of over 90 % have been 
obtained for each class. All these results clearly show that 
transfer learning-based tool systems are effective for security 
optimization. 

In the future, we will investigate the interaction of heart rate 
measurements, low mental workload during driving simulation, 
and fatigue, as well as perform numerical analysis of tractor 
accidents using a driving simulator. 
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