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Abstract

Multi-Agent Systems (MAS) have been widely used in many areas like modeling and
simulation of complex phenomena, and distributed problem solving. Likewise, MAS
have been used in cyber-security, to build more efficient Intrusion Detection Systems
(IDS), namely Collaborative Intrusion Detection Systems (CIDS). This work presents a
taxonomy for classifying the methods used to design intrusion detection systems, and how
such methods were used alongside with MAS in order to build IDS that are deployed in
distributed environments, resulting in the emergence of CIDS. The proposed taxonomy,
consists of three parts: 1) general architecture of CIDS, 2) the used agent technology,
and 3) decision techniques, in which used technologies are presented. The proposed tax-
onomy reviews and classifies the most relevant works in this topic and highlights open
research issues in view of recent and emerging threats. Thus, this work provides a good
insight regarding past, current, and future solutions for CIDS, and helps both researchers
and professionals design more effective solutions.
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1 Introduction

Nowadays, our computer networks and mobile
devices are facing an unprecedented and a massive
number cyber-attacks (intrusions, malware, etc.),
causing billions of dollars of losses every year. In-
deed, according to the latest global statistics1 pub-
lished in March 2020, there were more than two
billion intrusion attempts in 2019. According to
D.Denning and P.G.Neumann [46], an intrusion

could be any attempt by a user to change work tasks,
acquire new skills, or make typing errors; updates
software; or change the workload on the system and
cause loss of confidentiality, loss of integrity, or an
authorized use of resource.

Network intrusion attacks can take several
forms, such as network traffic flooding, buffer over-
flow attacks which allow executing a set of mali-
cious commands, as well as protocol specific at-
tacks, when hackers target a network through a se-

1http://www.internetworldstats.com/stats.htm
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it always performs the same type of operation. This
is true for all configurations of presented hardware
core calculation modules.

It should be noted, that average speed-up factor
related to number of instances of core calculation
module for CORE-PHIDM is not linear and is equal
to:

– 1.634 for configuration of 2 instances of core
calculation module,

– 2.827 for configuration of 4 instances of core
calculation module.

Decreasing speed-up factor is realted to NIOS II
processor overhead needed for binary data copying
to RAMn memories what needs increasing time for
this operation.

Let comparison of attribute value between two
objects or retrieving the element from discernibility
matrix be an elementary operation. k denotes num-
ber of conditional attributes, n is the number of ob-
jects in decision table and p is number of subCORE
module instances. Computational complexity of
software implementation for the core calculation
using CORE-PHIDM algorithm is Θ(kn2). Using
hardware implementation, complexity of core cal-
culation is Θ(n2

p ). The k is missing in hardware im-
plementation, because presented solutions perform
comparison between all attributes in Θ(1) - all at-
tributes values between two objects are compared in
single clock cycle. Additionally, core module per-
forms comparisons between many objects at time.
In most cases k << n, while p << k, so we can
say, that computational complexity for software and
hardware implementations are the same.

5 Conclusions and Future Re-
search

Hardware parallel implementation of a core cal-
culation algorithm gives us a big acceleration in
comparison to a software solution. This approach
is the main direction of using scalable decision sys-
tems in solutions demanding results of calculations
in a short time.

Core hardware calculation units were not opti-
mized for performance. Processing time can be sub-
stantially reduced by increasing FPGA clock fre-

quency and by introducing triggering on both clock
edges. The hardware solution presented in this pa-
per is easily scalable. Multiplying core calculation
blocks improved the processing speed. Currently,
4 parallel units occupy only about 50% of a pretty
small FPGA.

Further research will focus on checking differ-
ent sizes of modules, optimizing the modules for
performance as well as optimizing the data trans-
fer between the decision table and core calculation
units.

The type of processed data must also be taken
into consideration. The presented solution is suit-
able for consistent datasets. This approach doesn’t
handle databases with missing values properly. In
recent years increasing the popularity of systems
dealing with incomplete information is gaining pop-
ularity. The algorithm and its implementation
should be modified for processing this type of data.
Examples of such an approach for software solu-
tions can be found in e.g. [26].
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curity vulnerability. The most common types of
network attacks are:

– Denial of Service (DoS) Attacks such as:
TCP/SYN Flooding [49], Buffer Overflow At-
tacks [41].

– Distributed Denial of Service (DDoS) attacks
such as: ICMP Tunneling Attacks [167], Scan-
ning Attacks [191], Traffic Flooding[198], and
Asymmetric Routing [130].

– Malware (e.g. Trojans, Worms and Virus, etc.)
[17, 15].

There is a high need to develop more effec-
tive security systems that provide a high level of
protection to systems and networks against attacks.
For more protection of computers and networks,
we can set up an intrusion detection system (IDS)
[2, 148]. Many limitations of this approach are
found with regard to the sophisticated attacks men-
tioned above [185]. For this reason, researchers
have shifted from monolithic IDS towards collabo-
rative and real-time one [185, 94] in order to reduce
the computation cost by sharing IDS resources be-
tween network nodes and minimize the number of
false alarms generated by isolating IDS [201, 114].
Thus, and in order to support this new genera-
tion of IDS, new paradigms were adopted such as
multi-agent systems (MAS) ones, which are one of
the paradigms that are better adapted to the defini-
tion of intrusion detection in collaborative networks
[83, 50, 4].

Moreover, other artificial intelligence (AI) tech-
niques can be combined with this paradigm to make
agents and MAS more suitable for intrusion detec-
tion task [83]. The main contributions in this survey
can be summarized in the following points:

– We present a clear taxonomy that allows to clas-
sify the existing work based on three factors:
the architecture of the CIDS (centralized, hierar-
chical and decentralized), the agent technology
(mobile, situated and reactive) and many deci-
sion techniques;

– A detailed description of related works that pro-
vided CIDS modelled agent;

– Despite the fact that MAS is a quite old technol-
ogy, it has still a great popularity and is applied.

It remains a very useful in several domains in
recent years [48, 81, 119, 16];

– We focus on both past and current cutting edge
technologies, such as Deep Learning;

– Finally, we identify challenges, future direc-
tions, and open issues that help researchers to
design more efficient MAS-based CIDS.

This paper is organized as follows: in the 2 Sec-
tion, we introduce some basic concepts about IDS
and CIDS. In the 3 Section, we present a compari-
son of our survey with existing ones that deal with
similar topic. The 4 Section is dedicated to the pro-
posed taxonomy of collaborative intrusion detection
systems, where we will review the most recent re-
lated work. In Section 5, we provide a detailed dis-
cussion of the proposed taxonomy, as well as the
open issues and future directions. Finally, Section 6
concludes our work.

2 Background

2.1 Intrusion Detection Systems (IDS)

Historically, IDS were instantiated in the 80s
[185]. An intrusion detection system can be defined
as a tool that analyzes the activity of a system or a
network to detect any action that compromises the
integrity, confidentiality, or availability of resources
that can be attacked by an intruder [2, 148]. An
intrusion detection system has three main compo-
nents which are [99]:

– Monitoring component: Allows monitoring of
local events and neighbors as well as the use of
resources;

– Analysis and detection component: The main
component that is used to decide whether an
event is an attack or not, after the analysis of the
network activity;

– Alarm component: Generates alarms when at-
tacks are detected.

Intrusion detection systems can be broadly clas-
sified into two categories, which are: misuse-based
IDS, and anomaly-based IDS [189]. Misuse detec-
tion relies on previously well-known attack signa-
tures that are stored in a dedicated database [112].
Anomaly detection, on the other hand, relies on
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defining a normal behavior profile, and then any de-
viation from this profile is considered as an attack
[140]. Anomaly detection has some major draw-
back, namely: it suffers from high false alarms rate
compared to misuse detection [89, 140]. Note that a
false alarm, also called a false positive, occurs when
the detection system reports an event as an intru-
sion while it is a legitimated activity [140], at the
opposite of a false negative, which arises when a
malicious activity is not detected as an attack [140].
Despite its high level of false alarms, anomaly de-
tection allows to detect new attacks for which sig-
natures are not yet defined [143]. This is the main
advantage of this class of IDS.The com bination of
the two categories, by taking into account their re-
spective advantages, allows to obtain better hybrid
intrusion detection systems that can be used to de-
tect both known and unknown attacks [178].

According to their location, IDS can be also
classified as Host-based (HIDS) and Network-
based (NIDS). A HIDS is a system that collects and
displays information from an audit data source and
is located on a single host, and thus, attacks are de-
tected at this host level [131, 161]. Primarily, it
monitors and analyzes the internals of a computer,
node or device activity [45]. Nowadays, it can be
also used to monitor network [138]. Historically,
the first security systems where HIDS-like[79]. On
the other hand, a network-based intrusion detection
system (NIDS) is an IDS that monitors and analyzes
the network traffic for a better protection against
intrusions [131, 135, 199]. It reads and examines
incoming packets, and intrusions are detected, the
IDS notify administrators or forbids the involved IP
source address from accessing the network [131].
According to [197], regarding their location, NIDS
can be set up in three of common placements, which
are directly connected to a switch spanning port
[34], using a network tap, or connected inline [139].

According to [116], in addition to HIDS and
NIDS, IDS can be classified into three other classes:
WIDS (Wireless IDS), NBA (Network behaviour
analysis) and MIDS (Mixed IDS), depending on
where they are deployed to detect suspicious activ-
ities and the types of events they can identify:

– WIDS: captures and analysis wireless network
traffic.

– NBA: controls the network traffic in order to de-
tect attacks with unexpected traffic flows.

– MIDS: allows implementing several technolo-
gies, for more complete and more precise detec-
tion.

Another classification [197] regroups IDS in
two categories according to the manner IDS re-
spond during an attack: passive and reactive (ac-
tive) systems. Passive IDS identify possible secu-
rity breaches, logs information about them, trigger
alarms, and send reports to the security administra-
tors that are outside the network [197]. Active IDS,
which are also known as IPS (Intrusion Prevention
Systems), automatically take action on detecting
any possible security threats, and they are placed
inline in a network [197].

Classical IDS have many drawbacks such as:

– Usually, classical IDSs suffer from a high false
alarms rate which results in a low detection ac-
curacy, and in the case of a large scale network
with a large number of users, the number of
false alarms is exponentially increasing, despite
changes to the IDS’ settings [87, 128].

– Despite the improvement in classical IDSs over
the past years, they can still be bypassed by so-
phisticated attacks such as Advanced Persistent
Threats (APTs) [123, 38], Distributed Denial of
Service (DDoS) [86, 134], etc.

– Classical IDSs do not process encrypted packets,
which can allow the intrusion of the networks
[195, 104].

– Classical IDSs provide security logs and alerts
based on the network address associated with the
IP packets being sent over the network. There-
fore, if the address contained in the IP packet
is spoofed, the IDS manager will not be able to
stop intrusions on the network [85].

Seeing the limitations of IDS, described above,
mainly due to the fact that classical IDS work in
an isolated way, computer security researchers have
shifted to Collaborative Intrusion Detection Sys-
tems (CIDS).
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2.2 Collaborative Intrusion Detection Sys-
tem (CIDS)

Recently, some authors attempted to overcome
the limitations of existing IDS technology by intro-
ducing the concept of collaboration. It is based on
sharing data and/or resources between nodes and
coordinating them in order to improve the security
of networks or an entire system [126, 160, 114].
The collaborative approach proved its effectiveness
in detecting vulnerabilities and analyzing security,
predicting attacks, and protecting sensitive informa-
tion, as well as for its ability to address the chal-
lenges of traditional security [126, 160, 16, 114].

In 1991, Snapp [169] proposed the first Collab-
orative Intrusion Detection System (CIDS). It con-
sisted of a prototype in which nodes collaborate to
detect intrusions. Spafford [171] defined a CIDS
as: ”A system where the analysis of the data is per-
formed on a number of locations proportional to the
number of hosts that are being monitored”.

In a wide area network, CIDS collect and cor-
relate audit data from different hosts. These hosts
communicate with each other and use a NIDS
and/or a HIDS, in addiction to both misuse and
anomaly based detection techniques to take advan-
tage of their benefits [95].

As denoted by A.Jones in [95], a collaborative
IDS generally use a central analyzer that scrutinizes
data received from other IDSs in the network. Mon-
itoring and collaboration in network pose some new
requirements [90], namely:

– CIDS must provide mechanisms that allow the
network to produce a large amount of data;

– In large networks, CIDS should provide some
means for determining where to look for events;

– Scalability, since it must interoperate with other
CIDSs (hierarchical architecture).

A CIDS should generate a minimal amount of
traffic on the network, and therefore, should pro-
cess local event data [186]. Moreover, it has been
noted some limitations and challenges of CIDS. For
instance, the central server (unit) is considered as
a single point of failure and at the same time re-
quires high communication and processing capabil-
ities [10]. CIDS also suffer from high false positive

rates (low detection efficiency), as well as limited
flexibility, and limited response capability [90].

MAS have autonomous and cooperating agents
distributed throughout its system environment
which carry a certain number of characteristics such
as situation, intelligence, autonomy, flexibility, and
cooperative problem-solving abilities [96]. MAS
are used to solve complex problems involving de-
centralized data and their tasks are distributed over
a number of agents [163]. The workload is dis-
tributed and data analysis is done quickly, thus
MAS can reduce system complexity and software
costs [163]. Furthermore, MAS are the most appro-
priate paradigm to attain the objective in collabo-
rative systems [43]. It has been reported in several
works that collaboration within distributed entities
can be well performed using multi-agent systems
(MAS) [50, 4].

In such systems, agents play different roles aim-
ing at improving the performance of the overall de-
tection system. This will be the focus of our work,
namely, providing a taxonomy for MAS-based col-
laborative intrusion detection systems.

3 Existing surveys

In this Section, we review the main surveys in
the field of CIDS and MAS, the topics they covered,
and then we compare them with our work in order
to highlight our contributions.

Meng et al. [126] provided a general framework
for collaborative security, including intrusion detec-
tion, anti-spam, anti-malware and botnet detection.
The classification of existing CIDS is based on three
factors: communication, robustness, and privacy. In
addition, they have posed several challenges with
the current structure of collaborative security sys-
tems and provide a platform on which future re-
search on this type of security system can be based.

The work of [183] is a detailed study of the
current CIDS following the classification into cen-
tralized, decentralized, and distributed CIDS. Based
on the identified requirements and building blocks,
the authors summarize attacks for the CIDS evasion
and attacks on the availability of the CIDS them-
selves. The solutions presented are discussed with
the defined requirements and building blocks, as
well as possible attacks.
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Tiwari and Gour [179] provide a survey on the
CIDS-based mobile agent where only log file base
collaborative IDS system is considered. They also
include different challenges and the best solution
with mobile agent. This survey helps the user to
select appropriate IDS.

Folino and Sabatino [59] make a brief review
on ensemble based IDS with a high-light on the col-
laboration and distribution approaches and provide
applications and challenges with references for fur-
ther studies.

Othman et al. [137] review different types of
IDS related to different environments and platforms
through comparative approach. Also, they present a
classification of IDS types based on criteria and in-
troduces features of each types.

In Table 1, we illustrate gap analysis to compare
between the previous related surveys and ours.

On the basis of the conducted gap analysis pre-
sented in Table 1, we can see that our survey outper-
forms the other surveys by providing a broader cov-
erage of the aspects and technologies involved in
the construction of collaborative IDS. If we take as
a reference the survey of Dorri et al. [48] that pro-
vides a comprehensive discussion of all aspects of
MAS, including their types, our work has covered
three different types of agents while other surveys
discussed at most one type of agents. Moreover,
and regarding the decision techniques criteria, our
survey is the only one that considered nine (09) dif-
ferent techniques, much better than what others do
see Table 1. Finally, to the best of our knowledge,
this is the first work that has been entirely dedicated
to MAS-based collaborative intrusion detection.

4 A Taxonomy for multi-agent
based CIDS

When designed according to new approaches or
using emergent technologies, a collaborative intru-
sion detection system has certain specific charac-
teristics. In this Section, we provide the current
state of the art of the field, by introducing methods
used for constructing CIDS, with a particular focus
on collaboration methods that integrate multi-agent
systems [60]. We will split these methods into three
principal categories, namely: the architecture, the
used agent technology, and the decision technique.

Figure 1 illustrates the suggested classification (tax-
onomy).

4.1 Architecture

Collaborative intrusion detection systems are
mainly designed according to two main types of ar-
chitectures: centralized and distributed. However,
another intermediary architecture type called hier-
archical is identified and is considered as a hybrid
one. Thus, in this paper, we extend the CIDS clas-
sification according to three types of architectures,
namely: centralized, distributed, and hierarchical.

4.1.1 Centralized

The centralized CIDS are considered, by some
authors, as not truly distributed systems, because of
the centralized data analysis [25]. They are usually
composed of monitoring units and a central con-
trol unit, where the monitors send intrusion data
to the controller for analysis [36], as illustrated in
Figure 2. This generates additional load on both
controller and network, causing network congestion
[36]. Such systems can be compared to conven-
tional IDS, with the capability to be connected to re-
mote devices [169]. So, security data are collected
into the central device and then analyzed [169]. In
addition to bandwidth overcapacity, adding a new
device requires intensive maintenance labor [169].

Figure 2. Architecture of centralized control of a
Collaborative Intrusion Detection system

For instance, the collaborative IDS NetSTAT
[186] suffers from non-scalability and is limited by
its centralized nature. Also, [169] proposed a cen-
tralization CIDS that have many drawbacks, such
as:



116 N. Bougueroua, S. Mazouzi, M. Belaoued, N. Seddari, A. Derhab, and A. Bouras

Table 1. A gap analysis of existing surveys that focus on the use of multi-agent systems in intrusion
detection: �: Topic is covered, �: Topic is not covered

C: Centralized Architecture, H: Hierarchical Architecture, D: Decentralized Architecture
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– Communication with the central manager com-
ponent generates an overload of network traffic;

– Some of existing IDS architectures require a
platform with specific components;

– When the central device is out of service, the
system stops, and the network is entirely not pro-
tected against attacks.

4.1.2 Hierarchical

Even when using traditional communication
schemes, CIDSs can be more scalable when agents
are hierarchically organized [42]. According to this
architecture, agents collaborate and share their data
according to a hierarchical structure. Thus, agents
at the lowest level of the hierarchy are dedicated
for traffic analysis [162]. However, agents at the
higher-level analyze advanced data received from
several lower-level agents and try to establish an
overall view of the system state regarding security
aspects [162].

The hierarchical model allows significant bene-
fits in scalability, flexibility, extensibility, fault tol-
erance, and cooperation [162]. However, such an
architecture has two principal drawbacks, which
are:

– As data analysis is centralized at the top levels
of the hierarchy, that makes the system not fully
distributed [72].

– The nodes that are the closest to the root node
suffer from low fault tolerance and overhead
vulnerability [106].

In [171], Spafford proposed AAFID, a hier-
archical collaborative intrusion detection system
where agents belong to several levels. At the
lower levels, agents collect and analyse data, and
at the higher levels, agents, which play the roles of
transceivers and monitors, produce an overall view
of the activities and establish global decision of de-
tection.

In [6], El-ajjouri suggest a novel approach for
collaborative intrusion detection with a hierarchi-
cal scheme split into layers that are: the monitor-
ing layer, the classification layer, and the adminis-
tration layer. In each layer, various agents collabo-
rate to detect intrusions. The combination of Multi-
Agent System (MAS) and Case-Based Reasoning

(CBR) techniques offer an intelligent intrusion de-
tection system that is able of learning and reason-
ing. Therefore, the proposed architecture has supe-
rior scalability. Moreover, the decentralization of
the system, makes it possible to improve treatments
and minimize the overload of the network.

A new approach for collaborative intrusion de-
tection based on mobile agents was suggested by Li
[115]. The latter, which can be considered as a hi-
erarchical approach, does not have a single point of
failure like most of the existing methods. Moreover,
the experimental results have shown that the pro-
posed approach has a good detection performance.

4.1.3 Distributed (decentralized)

According to recent researches, the collabora-
tive architecture is the most suited for decentralized
systems, especially in complex systems where there
is a high number of interacting entities, and where
decisions at a high level, emerge from interactions
within low level entities [156]. For decentralized
CIDS, it is required to install a security manager
on each host of the network, managers collabo-
rate to detect intrusion attempts [7]. In such sys-
tems, scalability is a great challenge, mainly when
there is a large number of security managers [106].
The collaborative structure has no single point of
failure and it is more scalable [92]. However, the
fact that there are many information pathways that
are unnecessary is the main drawback of a such
scheme[92]. The Cooperating Security Managers
(CSM) is a good example of collaborative IDS that
uses a decentralized architecture, based on the prin-
cipal cited above [58].

Authors of DIDMA [98] introduced decentral-
ized CIDS using mobile and static agents in order to
improve detection capabilities and to make the sys-
tem more scalable. Mobile agents perform the task
of aggregation and correlation of intrusion data re-
ceived from static agents in a decentralized manner.

In recent years, collaborative architecture re-
mains in the interest of several works [100, 154,
121, 78, 202]: for their robustness and scalability,
compared to centralized architectures. In a collab-
orative system, removing the central entity results
in peer to peer (P2P) organisation, where no more
privileges are accorded to any entity regarding oth-
ers [157].
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The application of P2P in large scale causes
the problem of the efficiency in location and root-
ing [157]. Thus, computer scientists have designed
novel solutions, where a massive set of entities in-
teract to accomplish the whole function of the sys-
tem [157]. In theory, in an approach using a P2P
network, each node must collect, analyse and elab-
orate alarms, and finally share the final results glob-
ally [59]. Oriola in [136] introduced a platform
that uses the principle of P2P based computing to
improve intrusion detection in distributed networks
systems. So, several benefits can be observed like:
there is no central coordination, equivalent rights
between entities in the network, robustness, sev-
eral resources can be shared, scalability and there is
no single point of failure. However, P2P has some
challenges like insider menace detection, threat de-
tection and vulnerability, low intelligence, and ab-
sence of evidence.

In Table 2, we summarize the main studies, re-
viewed according to the architecture-based classifi-
cation.

4.2 Agent Technology

Ferber [56] has defined an agent as a compu-
tational or physical entity placed in a virtual or
real environment, perceives and communicates with
other agents. Additionally, it is animated by inner
inclinations (goals, beliefs, etc.), and it has an au-
tonomous behavior, which is the consequence of its
perception, illustration, interaction, and communi-
cation with the environment and with other agents
[56]. We can identify the following types agents:

– Static agent: always located in the same position
in the environment and is able to act on it [201];

– Mobile agent: can move around in the environ-
ment and can be hosted by other agents [201];

– Reactive agent: perceives its environment and
responds to changes that occur there. Reactivity
also means the ability of an agent to alter its be-
havior when environmental conditions change;

– Cognitive agent: able to find a solution for
a complex problem while communicating with
other agents and interacting with its knowledge
base [23].

– Deliberative agent: is one who has an explicit
representation, symbolic of the word, and in
which decisions are made via symbolic reason-
ing [192].

– Hybrid agent: has the characteristics of reactive
and cognitive agent. These agents have a reac-
tion revolution to the resolution of known prob-
lems, they also have a cognitive attitude in the
complex situation of the system [23].

The following aspects enable agents to solve
complex tasks:
Autonomy: the agent can independently execute
the decision making process and take appropriate
action. Thus, the agent is not guided by the outside,
but by his tendencies [56, 23].
Flexibility: can be seen as a form of intelligence.
being flexible means that the agent is [93]:

– Sociability: agents can share their knowledge
and request information from other agents to im-
prove performance in achieving their objectives
and help others in their activities.

– Pro-activity: Each agent uses its history, sensed
parameters, and information of other agents to
predict the possible future actions.

– Reactivity: the agent must be able to perceive
his environment and respond in time to changes
that may affect this environment.

Adaptability: an adaptive agent is an agent capable
of controlling his abilities according to the environ-
ment in which he evolves and according to the agent
with which he interacts [56].

The real advantage of agents can be exploited
when they work together with other agents to solve
a complex task and they are called multi-agent sys-
tems (MAS) [201]. We have discussed sociability
in the aspects of agents, but in reality, this prop-
erty is centered on the interactions between agents
in MAS. Thus, sociability involves different proper-
ties, such as cooperation, coordination, delegation
and communication [48]. MAS resolve problems in
a collaborative manner, which makes it more reli-
able. Thus, the task can be reassigned to another
agent if the first fails [48]. In fact, MAS is an ef-
fective solution to solve complex problems thanks
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to its characteristics such as low cost, efficiency, re-
liability, etc. Moreover, to solve a complex prob-
lem in MAS it must be divided into several smaller
tasks, each of these tasks being assigned to a sep-
arate agent[151]. This part of our paper describes
a framework for collaborative intrusion detection
using agent-based technology. Agents are ideally
qualified to their mobility, reactivity, and their situ-
ation.

4.2.1 Mobility

a. Mobile agent
Funfrocken [62] states that "Mobile agents are pro-
grams that operate continuously and are able to
learn and move from host to host to gather infor-
mation to fulfil a task on behalf of a user".

The use of mobile agents can decrease the net-
work load and overcome latency; they also make
the system more scalable [180]. The environment
of Mobile Agents (MAs) is a software system, dis-
tributed on heterogeneous computers connected to
a network, offering an environment of execution
[73]. The mobile agent environment may provide
services that [73]:

– Support service which relates a mobile agents to
their environment;

– Related to the environment on which mobile
agent was built;

– Make interact with other mobile agents;

In Figure 3, the environment of mobile agents is
built so mobile agents travel between hosts and the
communications between all elements of the system
can be shown by bi-directional arrows [73]. The ap-
proaches using mobile agents allow designing effi-
cient collaborative IDS, especially when taking ad-
vantage of the benefits of mobile agents [51].

Figure 3. Environment of mobile agents

Eesa et al. [50] propose a novel CIDS based
on the combination of Cuttlefish Optimization Al-
gorithm (CFA) and Decision Tree (DT). The sys-
tem contains Collector Mobile Agent (CMA), Rule
and Feature Generator Agent (RFGA), Controller
Agent (CA), Action Mobile Agent (AMA), User In-
terface Agent (UIA), and Several Nodes (SN) (local
networks) each with Sniffer Agent (SA) which in-
teract with the server. The RFGA agent generates
a subset of features to reduce the amount of data
and find an optimal subset of features; while DT is
used to measure the selected features. In this model,
the criteria used for KDD Cup 99 are the Cost Per
Test (CPT) which is calculated by a confusion ma-
trix, and a given cost matrix [53]. The experimental
results show that the proposed system gives a bet-
ter performance and the implementation of different
techniques also provides clues to create more effec-
tive intrusion detection models.

Li et al. [115] propose a new CIDS method
based on the mobile agent, who benefits from the
agent’s characteristics: intelligence and mobility.
Moreover, the proposed method has many positive
characteristics:

– Improves real-time capacity;

– Solves the problem of bottlenecks;

– No single point of failure;

– Robustness and fault tolerance;

– Decrease in the rate of false positives;

– High rate of true positives;

– The effectiveness of profile classification.

The new approach suggested by Riyad [154],
which is an adaptive collaborative intrusion detec-
tion system architecture using multi agents. The
system is fully distributed without a central point
of failure, the use of mobile agents considerably
reduces the false positive rate and facilitates the
identification of distributed attacks. The results
show that the system is more scalable and efficient.

b. Situated agent
In situated multi-agent systems, the environment
has a low importance in modelling systems and
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phenomena [190]. Moreover, agents and environ-
ment are complementary, and the environment is
both a mean of communication and a subject on
which agents operate [190]. They mutually affect
each other during their evolution to achieve a global
goal [190]. A generic model presented in Figure 4
shows how a situated agent makes a decision and
interacts with the environment.

Some characteristics of situated agents, which
make them powerful and suitable for intrusion de-
tection, are listed below [190] :

– Intelligence is produced from the interactions
and also from the capabilities of individual
agents;

– Situated agents usually communicate indirectly
via the environment;

– To set up explicit collaborations, reflected in mu-
tual commitments, the agents need to communi-
cate directly;

– Situated agents select actions based on internal
stimuli and stimuli perceived in their environ-
ment.

Figure 4. Generic model for situated agents

Nafir et al. [133] proposed a collaborative intru-
sion detection system based on situated agents tech-
nology. The proposed CIDS is based on a collec-
tive approach for collaborative detection of DDoS
attacks in wide area networks. An agent, which
plays several roles, is situated on each node of the
network. The agent can perform the task of a lo-
cal intrusion detection system. Moreover, the agent
ensures the exchange of security data with its neigh-
bors by collecting information on attacks using lo-
cal event frequencies of neighboring agents and
computing a global event frequency. Next, it will
reach a local decision, and finally a global one. The

results of simulations show that the proposed sys-
tem was able to improve the detection rate. More-
over, the system adopts the negotiation and the de-
cision propagation to solve the problem of false
alarms.

4.2.2 Reactive agent

Usually, reactive agent reacts rapidly for prob-
lems that do not need complex and difficult rea-
soning [23]. Thus, the intelligence of the system
emerges from the interactions among many of this
type of agents [23].

According to Bornscheuer [21], Intelligent be-
havior consists of reactive behavior, reactive rea-
soning depending on current beliefs which are dy-
namically updated by reflective reasoning. As
shown in Figure 5, the reactive agent perceives and
acts in its environment through reactive reasoning.

Figure 5. Reactive reasoning of a reactive agent

The authors of [4] suggested a MAS-based
CIDS which combines two categories of agents
namely: reactive and mobile agents that communi-
cate and cooperate to make the MAS-based CIDS
more efficient and secure. The results show that
the suggested system increases the detection rate,
reduces false positives, and detects known and un-
known attacks in a cloud computing environment.

4.3 Decision Techniques

Most existing detection systems are arranged
likewise signature-based or behaviour-based. In ei-
ther case, one each system decides based on the
data it holds. Therefore, knowledge-based, ma-
chine learning techniques and meta-heuristics are
the most used techniques. In this review, we tend



121N. Bougueroua, S. Mazouzi, M. Belaoued, N. Seddari, A. Derhab, and A. Bouras

phenomena [190]. Moreover, agents and environ-
ment are complementary, and the environment is
both a mean of communication and a subject on
which agents operate [190]. They mutually affect
each other during their evolution to achieve a global
goal [190]. A generic model presented in Figure 4
shows how a situated agent makes a decision and
interacts with the environment.

Some characteristics of situated agents, which
make them powerful and suitable for intrusion de-
tection, are listed below [190] :

– Intelligence is produced from the interactions
and also from the capabilities of individual
agents;

– Situated agents usually communicate indirectly
via the environment;

– To set up explicit collaborations, reflected in mu-
tual commitments, the agents need to communi-
cate directly;

– Situated agents select actions based on internal
stimuli and stimuli perceived in their environ-
ment.

Figure 4. Generic model for situated agents

Nafir et al. [133] proposed a collaborative intru-
sion detection system based on situated agents tech-
nology. The proposed CIDS is based on a collec-
tive approach for collaborative detection of DDoS
attacks in wide area networks. An agent, which
plays several roles, is situated on each node of the
network. The agent can perform the task of a lo-
cal intrusion detection system. Moreover, the agent
ensures the exchange of security data with its neigh-
bors by collecting information on attacks using lo-
cal event frequencies of neighboring agents and
computing a global event frequency. Next, it will
reach a local decision, and finally a global one. The

results of simulations show that the proposed sys-
tem was able to improve the detection rate. More-
over, the system adopts the negotiation and the de-
cision propagation to solve the problem of false
alarms.

4.2.2 Reactive agent

Usually, reactive agent reacts rapidly for prob-
lems that do not need complex and difficult rea-
soning [23]. Thus, the intelligence of the system
emerges from the interactions among many of this
type of agents [23].

According to Bornscheuer [21], Intelligent be-
havior consists of reactive behavior, reactive rea-
soning depending on current beliefs which are dy-
namically updated by reflective reasoning. As
shown in Figure 5, the reactive agent perceives and
acts in its environment through reactive reasoning.

Figure 5. Reactive reasoning of a reactive agent

The authors of [4] suggested a MAS-based
CIDS which combines two categories of agents
namely: reactive and mobile agents that communi-
cate and cooperate to make the MAS-based CIDS
more efficient and secure. The results show that
the suggested system increases the detection rate,
reduces false positives, and detects known and un-
known attacks in a cloud computing environment.

4.3 Decision Techniques

Most existing detection systems are arranged
likewise signature-based or behaviour-based. In ei-
ther case, one each system decides based on the
data it holds. Therefore, knowledge-based, ma-
chine learning techniques and meta-heuristics are
the most used techniques. In this review, we tend

A SURVEY ON MULTI-AGENT BASED COLLABORATIVE . . .

to introduce the most utilized techniques, and how
they were used, in addition to related work pub-
lished in the literature.

4.3.1 Knowledge

As denoted by T.R.Gruber [75]: A conceptu-
alization is an abstract and simplified vision of the
world that we wish to represent for some specific
purpose. Each knowledge base or knowledge-based
system or knowledge-level agent is committed in a
conceptualization, explicitly or implicitly. Knowl-
edge representation is based on a conceptualization
which is a composition of objects, concepts, other
entities, and the relations that exist between them
[70]. In the next part of our survey, we will rep-
resent expert and ontology-based systems used as
decision mechanisms in CIDS.

a. Expert Systems

Expert Systems (ES) are a Section of Artificial
Intelligence (AI), developed by the AI community
in the mid-1960s [181]. The main idea of using
ES is simply that expertise, i.e. the whole task-
specific knowledge, is transmitted from a human
to a computer [70]. Expert systems offer power-
ful and flexible ways to get resolutions to a diver-
sity of problems that often cannot be addressed by
traditional methods[181]. ES include three main el-
ements, which are: the knowledge base, the infer-
ence engine, and the user interface [12, 88, 107] as
showed in Figure 6:

– Knowledge base uses different knowledge rep-
resentation techniques, mainly production rules;

– The inference engine is active through a consul-
tation session. It examines and manages the sta-
tus of the knowledge base, and finally defines the
order in which inferences are made;

– The user interface element allows communi-
cation between the system and the user. It
mostly includes screen presentations, a consul-
tation/advice conversation, and an explanation
element.

Figure 6. Expert system architecture

Some researchers have used expert systems to
build IDS. It was an important step in the devel-
opment of more effective security systems based on
anomaly detection [32]. Expert systems require fre-
quent updates that must be performed by a system
administrator[32]. If the administrator ignores up-
dates or seldom runs them, it will lead to an expert
system with reduced efficiency that degrades the se-
curity of the entire system [32].

In [169], the authors proposed a rule-based ex-
pert systems CIDS, which combine multiple IDS
running individually to detect wide-network intru-
sions. A single host monitor per host and a single
LAN monitor for both broadcast LAN segments in
the observed network. Each local intrusion detec-
tion system collects any information on suspicious
events locally and converts it to a homogeneous for-
mat. Then, it reports the generated alerts to a cen-
tralized rule-based expert system for more evalua-
tion. Alerts are produced if any rule has been sat-
isfied after correlation. Nevertheless, smart intel-
ligent attackers can evade such CIDS by reducing
the attack traffic for a given network. The proposed
prototype is also applicable to the small network of
a single computer. The prototype has proved the
viability of distributed architecture in resolving the
network-user identification problem. Nonetheless,
there is no real analysis of network activity patterns;
and aggregation is used only to track users who use
multiple account names as they move around the
network.
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b. Ontology

According to T.R.Gruber [76]: "An ontology
is an explicit specification of a conceptualization.
Therefore, it must define a set of representational
terms to describe the ontology of any program"

In ontologies, descriptions associate the names
of entities in the space of discourse like classes, re-
lations, functions, or any other objects with human-
readable text illustrating what the names are meant
to represent, and formal axioms that restrain the
interpretation and well-formed use of these terms
[27]. Thus, the ontology is designed to allow shar-
ing and reuse of knowledge between entities of
the same field [27]. RDF-S (Resource Descrip-
tion Framework-Schema) provide a visualization
service for ontologies and knowledge representa-
tion of any object [24]. The RDF is a model and
defined as a set, called Resources, Literals, Prop-
erties (subset of Resources), and Statements, where
every element is a triplet of the form: subject, pred-
icate, object [27, 122]. Predicate is a member of
Properties, subject is a member of Resources, and
object is also a member of Resources or Literals
[27]. Few approaches and works in the field of in-
trusion detection are dedicated to the integration of
the ontological model with the IDS [24]. In order
to improve the accuracy and efficiency of detection
and to make intelligent reasoning, the approaches
are adapted to the trend of collaborative IDS mixed
with an ontological structure [24, 145].

In [1], Abdoli and Kahani described CIDS that
extract semantic relations between attacks using a
particular ontology. The purpose behind using on-
tology is to provide a mean of extracting seman-
tic relations between attacks and intrusions alerts
produced by diverse IDS. The proposed system is
a network that comprises IDSagents and a special
MasterAgent which contains the proposed attack
ontology. Whenever an IDSagent detects an attack
or a novel suspicious condition, it sends a detec-
tion report for the MasterAgent. Therefore, the lat-
ter extracts the semantic relationship between com-
puter attacks and suspicious situations in the net-
work with the proposed ontology. The simulation
was implemented using the KDD Cup99 intrusion
detection data-set and was measured by Cost per
Example (CPE), false alarm, and detection of DoS
attacks. In addition, the use of the ontology model
allows reduction of costs of false alarms.

Authors of [26] proposed an architecture aim-
ing to enable knowledge sharing and improve reuse
between entities within a domain by implementing
ontologies. In this system, all entities are consid-
ered as agents that are assigned to different func-
tions: Monitor Agent, Analysis Agent, Executive
Agent, Manager Agent, and Knowledge Base. The
latter includes:

– Attack Ontology: has data properties that repre-
sent the attributes of a connection.

– Instances: contain data pointing to a particular
attack.

For the detection of an attack, the same ontology is
taken into account in each IDS. Consequently, this
system reduces the resources usage overload and it
is more optimized.

4.3.2 Machine Learning (ML)

As stated by Kotsiantis et al. [102]: Machine
Learning is the search for algorithms that reason
from externally supplied instances to produce gen-
eral hypotheses, which then make predictions about
future instances”.

ML techniques that have been widely utilized
in the construction of CIDS are Neural Networks,
Bayesian Networks, support vector machines, deci-
sion trees and deep Learning.

a. Neural Network
An artificial neural network (ANN) is the widely
used machine learning technique for solving clas-
sification problems [44]. An artificial neural net-
work is a set of highly interconnected elements,
which are able to transform data from input and
produce results at output [61, 80]. Results are ob-
tained according to the characteristics of the ele-
ments themselves and the weights of links between
neurons [61, 80]. By adjusting connection weights
between the nodes, the network is able to adapt the
expected results taking into account the inputted
data [61, 80]. Artificial neural networks have the
ability of learning and generalizing from limited,
noisy, and incomplete data [193]. They have, hence,
been successfully employed in broad spectrum of
data intensive applications [193]. The neural net-
works are one of the main soft computing systems
[33, 54, 111, 159, 174, 71]. It has been successful
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b. Ontology

According to T.R.Gruber [76]: "An ontology
is an explicit specification of a conceptualization.
Therefore, it must define a set of representational
terms to describe the ontology of any program"

In ontologies, descriptions associate the names
of entities in the space of discourse like classes, re-
lations, functions, or any other objects with human-
readable text illustrating what the names are meant
to represent, and formal axioms that restrain the
interpretation and well-formed use of these terms
[27]. Thus, the ontology is designed to allow shar-
ing and reuse of knowledge between entities of
the same field [27]. RDF-S (Resource Descrip-
tion Framework-Schema) provide a visualization
service for ontologies and knowledge representa-
tion of any object [24]. The RDF is a model and
defined as a set, called Resources, Literals, Prop-
erties (subset of Resources), and Statements, where
every element is a triplet of the form: subject, pred-
icate, object [27, 122]. Predicate is a member of
Properties, subject is a member of Resources, and
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In [1], Abdoli and Kahani described CIDS that
extract semantic relations between attacks using a
particular ontology. The purpose behind using on-
tology is to provide a mean of extracting seman-
tic relations between attacks and intrusions alerts
produced by diverse IDS. The proposed system is
a network that comprises IDSagents and a special
MasterAgent which contains the proposed attack
ontology. Whenever an IDSagent detects an attack
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tion report for the MasterAgent. Therefore, the lat-
ter extracts the semantic relationship between com-
puter attacks and suspicious situations in the net-
work with the proposed ontology. The simulation
was implemented using the KDD Cup99 intrusion
detection data-set and was measured by Cost per
Example (CPE), false alarm, and detection of DoS
attacks. In addition, the use of the ontology model
allows reduction of costs of false alarms.

Authors of [26] proposed an architecture aim-
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ered as agents that are assigned to different func-
tions: Monitor Agent, Analysis Agent, Executive
Agent, Manager Agent, and Knowledge Base. The
latter includes:

– Attack Ontology: has data properties that repre-
sent the attributes of a connection.

– Instances: contain data pointing to a particular
attack.

For the detection of an attack, the same ontology is
taken into account in each IDS. Consequently, this
system reduces the resources usage overload and it
is more optimized.

4.3.2 Machine Learning (ML)

As stated by Kotsiantis et al. [102]: Machine
Learning is the search for algorithms that reason
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eral hypotheses, which then make predictions about
future instances”.

ML techniques that have been widely utilized
in the construction of CIDS are Neural Networks,
Bayesian Networks, support vector machines, deci-
sion trees and deep Learning.

a. Neural Network
An artificial neural network (ANN) is the widely
used machine learning technique for solving clas-
sification problems [44]. An artificial neural net-
work is a set of highly interconnected elements,
which are able to transform data from input and
produce results at output [61, 80]. Results are ob-
tained according to the characteristics of the ele-
ments themselves and the weights of links between
neurons [61, 80]. By adjusting connection weights
between the nodes, the network is able to adapt the
expected results taking into account the inputted
data [61, 80]. Artificial neural networks have the
ability of learning and generalizing from limited,
noisy, and incomplete data [193]. They have, hence,
been successfully employed in broad spectrum of
data intensive applications [193]. The neural net-
works are one of the main soft computing systems
[33, 54, 111, 159, 174, 71]. It has been successful
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in resolving many issues and many authors have
benefit from the advantages of applying neural net-
works to IDS [33, 54, 111, 159, 174, 71, 141]. The
latter can use ANN model that utilizes the artifi-
cially created anomalous-behaviour feature values
to detect probable intrusions into the network [11].
Most of these neural network applications use a
single neural network structure, which has only one
set of input, output, and hidden layers [127]. There
are two principal drawbacks that appear in a single
neural network structure [127]:

– Firstly, all nodes of the network depend on each
other. If its input data have any changes, the
complete system has to be retrained.

– Secondly, the neural network will become pro-
gressively complex if more variables and hidden
layers are introduced.

Shosha [165] developed a Collaborative Intru-
sion Detection System based on community cooper-
ation between agents of anomaly detectors to iden-
tify abnormal behaviors in SCADA networks, using
Feed-Forward Artificial Neural Networks classi-
fiers. It is able to detect well-known attacks at both
the control center and substation levels. In the test
phase of the proposed system, two attack-scenarios
were used: the first is to attack the SCADA substa-
tion on four different intelligent electronic devices
with fake IP addresses. The second is an attack that
aims to damage the control center of four substa-
tions controlled by IP. The proposed CIDS achieved
a good detection rate while minimizing false posi-
tives.

Bukhtoyarov and Zhukov in [28] present a dis-
tributed architecture of IDS which use ensembles
of neural networks. The implemented system uses
a probabilistic approach for the generation of a neu-
ral network on every node of a network. Next, the
neural networks are combined in an ensemble, us-
ing genetic programming. Afterwards, every node
classifies the traffic independently from the other
nodes and it inquires the ensemble only within the
case in which it is “not confident” of its predic-
tion. The “confidence” threshold characterizes the
range of values at the output of a single neural net-
work classifier, as well as the emergence of the un-
certainty situation. In other words, an agent can-
not identify a class for a specific reason with suf-
ficient confidence. Thanks to some properties of

neural networks, there are reasons to trust the so-
lution of ensemble classifier more than the solution
obtained with one agent. Experimental results con-
firm the high efficiency of the security system based
on ensemble-distributed classifiers. The approach
was also tested on a KDD Cup ’99 data-set in terms
of Detection Accuracy and False Positive Rate.

Authors of [166] proposed a multi-agent-based
collaborative IDS (CIDS) model based on Back-
propagation neural network. This model adopts the
modes of collaborative detection and distributed re-
sponse, where agents were relatively independent.
The advantages of the proposed system are: reduce
the mobile data process, load equalization, good
error-tolerating, and effective collaborative intru-
sion detection. The system was tested on the KDD
Cup 99 data set, and the results show that the system
could improve the efficiency of detection accuracy
and significantly reduce the workload of the center
console.

b. Bayesian Network (BN)
According to Heckerman [82]: " A Bayesian net-
work is a model that encodes probabilistic relation-
ships among variables of interest. Actually, it is a
procedure that produces numerous benefits as well
as capability of encoding interdependencies be-
tween variables and predicting events, in addition
to the ability to incorporate both prior knowledge
and data"

However, as indicated by Kruegel[105], a se-
rious inconvenient of implementing Bayesian Net-
works is that a computational effort is required
and extensively higher and their results are simi-
lar to those derived from threshold-based systems.
The idea of using Bayesian Networks in Intrusion
Detection Systems has come to combine different
anomaly measures to get better results in detecting
intrusion [29]. BN is an appropriate representation
to solve a problem [29]. Moreover, BN is a proba-
bilistic graphical model that represents a set of vari-
ables and their conditional dependencies via a Di-
rected Acyclic Graph (DAG) [40]. DAG can effi-
ciently encode the joint probability distribution for
a larger number of variables, and DAG’s arcs repre-
sent causal dependence between the parent and the
child [29]. It is composed of nodes (variables) and
directed edges arrows between nodes [74].
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In [30, 13], the authors suggested collabora-
tive architecture for IDS that support Bayesian
networks, but they use traditional probability up-
date approaches for Bayesian networks and are re-
stricted.

Rezaul et al. [152] proposed a new study that
applied Bayesian technique in the field of CIDS to
improve the efficiency of the detection mechanism
for mobile ad-hoc network. Experimental results
improve that the proposed system is more evident,
with very low false positive rate and efficient de-
tection of intrusions. The system has better perfor-
mance in comparison with other work.

Fung et al. [64] have designed a trust mecha-
nism based on challenges for Collaborative Intru-
sion Detection Networks where all agents act self-
ishly to achieve their individual goals in which the
confidence of a node can be determined based on
the answers given to the challenges involved. Their
model guarantees both confidence and trust estima-
tion. In the first proposed work in [63], they pro-
posed a collaborating Host-based IDS that allowed
the individual IDS to determine the trust of others
using a forgetting factor based on their own expe-
rience. Also identity verification and collaboration
incentives were provided in the framework between
them. Then, Fung et al. in a next work [65] using
a Dirichlet model, developed their method to mea-
sure the confidence between IDS nodes according
to their mutual experience. The experimental re-
sults showed that the new method had the ability to
increase robustness and efficacy. As positive points,
we note the increase of robustness and scalability
against common internal menaces. Later, with an
objective to minimize costs and false alarms, Fung
et al. [66] used a Bayesian approach to feedback ap-
proach. They summarized their approach and their
framework in 2013 [64] in this final work, they
adopted a Bayesian learning approach to assess the
performance of each IDS in detecting intrusions.

c. Support Vector Machine (SVM)
Support vector machines are prominent classifi-
cation techniques applied in many fields like im-
age processing, text classification. . . etc [149]. The
SVM classifier becomes important after the pub-
lication of work introduced by Boser et al. [22].
Authors in [22] defined an SVM like a discrimina-
tive classifier formally defined by separating hyper

planes. SVM is applied in several fields because it
relies on solid mathematical evidence [149, 77].

According to Bystritsky et al. [31], SVM is a
machine learning method that is widely applied in
the field of pattern recognition and intrusion detec-
tion.

Fundamental SVM is concerned with two-class
issues in the context of the hyper planes defined by
several support vectors in which the data is sepa-
rated [39]. A noteworthy feature of SVM is that
its learning ability can be independent of the di-
mensionality of the feature space [39]. The sim-
plest SVM model is presented in Figure 7 which
called the maximum margin classifier [39]. Super-
vised classification techniques are applied for intru-
sion detection starting from the Denning’s inception
model [155].

Figure 7. Illustration of the simplest SVM model

Wankhade and Chandrasekaran [188] proposed
a system by using an hybrid method. It is a combi-
nation of Support Vector Machine (SVM) and Ant
Colony Optimization (ACO). Basically, the system
collects data across the network and the hybrid
method classifies the network activities as normal
or abnormal. Also, it can detect unseen attacks with
high detection rate with minimal misclassification.
Experimental results show that the usage of hybrid
method on the CIDS model is better to that of SVM
alone, or terms ACO alone, both in of run-time ef-
ficiency and detection rate.

Another important work of Teng et al. [177]
allowed to develop a self-adaptive and collab-
orative intrusion detection based on DTs and
SVMs.Their model was built and implemented us-
ing the Environments-classes, agents, roles, groups,
and objects (E-CARGO) model. They also devel-
oped adaptive scheduling mechanisms. Experimen-
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for mobile ad-hoc network. Experimental results
improve that the proposed system is more evident,
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et al. [66] used a Bayesian approach to feedback ap-
proach. They summarized their approach and their
framework in 2013 [64] in this final work, they
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performance of each IDS in detecting intrusions.

c. Support Vector Machine (SVM)
Support vector machines are prominent classifi-
cation techniques applied in many fields like im-
age processing, text classification. . . etc [149]. The
SVM classifier becomes important after the pub-
lication of work introduced by Boser et al. [22].
Authors in [22] defined an SVM like a discrimina-
tive classifier formally defined by separating hyper

planes. SVM is applied in several fields because it
relies on solid mathematical evidence [149, 77].

According to Bystritsky et al. [31], SVM is a
machine learning method that is widely applied in
the field of pattern recognition and intrusion detec-
tion.

Fundamental SVM is concerned with two-class
issues in the context of the hyper planes defined by
several support vectors in which the data is sepa-
rated [39]. A noteworthy feature of SVM is that
its learning ability can be independent of the di-
mensionality of the feature space [39]. The sim-
plest SVM model is presented in Figure 7 which
called the maximum margin classifier [39]. Super-
vised classification techniques are applied for intru-
sion detection starting from the Denning’s inception
model [155].

Figure 7. Illustration of the simplest SVM model

Wankhade and Chandrasekaran [188] proposed
a system by using an hybrid method. It is a combi-
nation of Support Vector Machine (SVM) and Ant
Colony Optimization (ACO). Basically, the system
collects data across the network and the hybrid
method classifies the network activities as normal
or abnormal. Also, it can detect unseen attacks with
high detection rate with minimal misclassification.
Experimental results show that the usage of hybrid
method on the CIDS model is better to that of SVM
alone, or terms ACO alone, both in of run-time ef-
ficiency and detection rate.

Another important work of Teng et al. [177]
allowed to develop a self-adaptive and collab-
orative intrusion detection based on DTs and
SVMs.Their model was built and implemented us-
ing the Environments-classes, agents, roles, groups,
and objects (E-CARGO) model. They also devel-
oped adaptive scheduling mechanisms. Experimen-
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tal results prove the feasibility and efficiency of the
proposed collaborative and adaptive intrusion de-
tection method, tested on KDD cup 1999 data-set.

d. Decision Trees (DT)
Decision tree is one of the most popular classifi-
cation methods in data mining applications [147].
They are also easy to use and understand. They
are made of decision nodes and leaf nodes [147].
After a decision tree is built, the test data from
the root node of the DT can be organized with the
same structure as the training data [172]. The test
is performed with the same test attribute that the
root node denotes and, next, the decision proce-
dures take the branch which condition is satisfied
of the tested attribute value [172]. The same proce-
dure is done recursively until a leaf node is reached,
and a class is assigned to the test cases. DT have
been successfully used for intrusion detection tasks
since DT can learn a model based on training data
and predict whether future data consists of an attack
or whether normal data is safe[142].

The advantages of DT are as follow [142]:

– High performance, that allows real time detec-
tion, since they allow the creation of an easily
interpretable model;

– DT allow to build an easily interpretable models,
which is useful for inspection and modification;

– The DT generalization accuracy allows identify-
ing new intrusions.

Also the work of Teng et al. [177] that detailed
above, which is a self-adaptive and collaborative in-
trusion detection based on DTs and SVMs. Results
prove that the optimized collaborative and adaptive
intrusion detection model based on 2-class SVMs
and DTs is more accurate and efficient than the
detector system with a set of single type SVMs.
The work of Eesa et al. [50] that suggest a novel
CIDS based on the combination of Cuttlefish Opti-
mization Algorithm (CFA) and Decision Tree (DT).

e. Deep Learning (DL)
In 2006, Hinton was the first who introduced Deep
learning (DL) [84]. DL is the newest advanced
in machine learning and has been used in recent
research in several fields [18]. A deep learning ar-
chitecture is structured in a hierarchy, comprised of

many levels of features that are designed automat-
ically from higher (input) to lower (output) level
[84, 176], as illustrated in Figure 8. In addition,
layer generalization involves an algorithm which
enables the acquisition of complex data without a
manual generalization of human - crafted charac-
teristics [19, 173].

Figure 8. Structure of a deep neural network

After deep learning was introduced, many re-
searchers indicated that deep learning is success-
ful in different fields, such as speech recognition
[144], image recognition [35], and even molecu-
lar analysis that may lead to the discovery of new
drugs [69]. Additionally, it was also used to de-
tect network intrusions and in many other security
relating topics [164, 168, 67, 8]. A deep learn-
ing algorithm can then be trained as a supervised,
unsupervised, and semi-supervised way of learning
[3, 103, 120, 118, 199]. As the amount of data and
range of applications for machine learning methods
continues to grow, the capability to automatically
learn the powerful features will grow [18]. Deep
learning techniques can be classified into one of
three classes, depending on how these techniques
can be used [108]:

– Deep networks for unsupervised learning

– Deep networks for supervised learning

– Hybrid deep networks

There is a wide variety of deep learning algo-
rithms that have been employed in intrusion detec-
tion [108, 97, 57], such as:

– Restricted Boltzmann machine (RMB);

– Deep Boltzmann machine (DMB);

– Deep belief network (DBN);
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– Deep neural network (DNN);

– Generalized denoising Auto-Encoded;

– Recurrent neural network (RNN).

As mentioned previously, deep learning tech-
nology was successfully used to build IDS by many
authors in recent years. Authors in [68] have used
DBN as a classifier for intrusion detection. They
have demonstrated that DBN can be used success-
fully as an efficient IDS. Results show that the DBN
model performs better than that of SVM and ANN.
Alom et al. [9] also used DBN to detect intrusions.
Similarly, Shone et al.[164] presented a novel DL
model for intrusion detection.

Marir et al. [125] proposed a distributed deep
belief network (DBN) approach for collaborative
detection of abnormal behavior in large-scale net-
works. The developed model discovers the abnor-
mal behavior from large-scale network traffic data
using a combination of a deep feature extraction and
multi-layer ensemble SVM in a collaborative way.
This latter is accomplished in an iterative reduction
paradigm based on Spark (a general distributed in-
memory computing framework developed at AMP
Lab, UC Berkeley). The main purpose of this work
is to discover abnormal activity in a large scale net-
work, based on Apache Spark. Results demonstrate
the efficiency of the proposed method and its high
performances in the detection of abnormal behav-
ior. Four data-sets were used, namely: KDD cup99,
NSL-KDD, UNSW-NB15, and CICIDS2017. We
note that this work is not based on multi-agent sys-
tems.

An other important work of Laqtib et al. [109],
considered the hierarchical collaborative IDS us-
ing deep learning techniques under MANETs, in
which each node has an IDS agent running. The
authors presented well-known deep learning mod-
els namely: CNN, Inception-CNN, Bi-LSTM, and
GRU. Next, they made a systematic comparison of
CNN and RNN on the DL-based IDS. Experimental
results indicated good performance for all 4 models.
But on the Recall, basic CNN and inception-CNN
failed, also the Bi-LSTM model obtained worse re-
sults on accuracy rates than the other models.

4.3.3 Heuristics

Heuristics signifies "to find", "to know”, "to
guide an investigation” or "to discover” [110].
Heuristic techniques help to find the best or the
closest optimum solutions at an inexpensive com-
puting cost without guarantee of feasibility or op-
timality [158]. Most of those algorithms have
stochastic behavior and imitate biological or phys-
ical methods, also completely different categories
were considered to categorize meta-heuristic tech-
niques so far [14].

Primitively, the heuristics developed in com-
puter science were depending on the instance prob-
lems [170]. Later, advanced studies have proposed
robust and general methods, this latter, might be
valid to resolving many alternative issues [170].

Greedy or Glutton algorithm is the most used
heuristic method that achieves a particularly good
performance in the experimental results [200].
Also, it can be much faster than traditional dynamic
programming approaches, which produce theoreti-
cally optimal solutions [110]. Historically, it was
generalized and widely studied by computer scien-
tists in the mid-1980s [129, 132, 182, 194].

The greedy approach involves a factor with lit-
tler parameters than the original problem of finding
an almost optimal boot configuration, therefore ex-
pecting it to be a simpler problem [184]. The in-
tuitive assumption is that one can find the optimal
(relative to the likelihood) (k + 1) mixture gotten by
local search if one starts local search from the re-
sulting mixture by optimally inserting a new com-
ponent into the component k optimal mix [184].
The greedy algorithms locally make optimal selec-
tions that ultimately extend a global optimum [117].
However, a very important advantage compared to
other solutions is that the execution of the calcula-
tion costs is low [117]. The use of the Greedy algo-
rithm for intrusion detection is more advantageous,
and practical than traditional algorithms [196].

In the work of Fung et al.[64], which has been
already detailed in "Machine learning" subsection,
the greedy approach was employed in order to de-
termine the smallest number of best acquaintances
and to reduce the cost of false alarms.
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fully as an efficient IDS. Results show that the DBN
model performs better than that of SVM and ANN.
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belief network (DBN) approach for collaborative
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using a combination of a deep feature extraction and
multi-layer ensemble SVM in a collaborative way.
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ior. Four data-sets were used, namely: KDD cup99,
NSL-KDD, UNSW-NB15, and CICIDS2017. We
note that this work is not based on multi-agent sys-
tems.

An other important work of Laqtib et al. [109],
considered the hierarchical collaborative IDS us-
ing deep learning techniques under MANETs, in
which each node has an IDS agent running. The
authors presented well-known deep learning mod-
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4.3.4 Meta-heuristics

The expression meta-heuristic may be partially
in “meta” and “heuristic” which comes from Greek,
“meta” is “higher level” [110]. In addition, meta-
heuristics are a collection of intelligent approaches
to extend the efficiency of heuristic techniques
[158]. A meta-heuristic as denoted in [187] is “an
iterative master procedure that guides and modi-
fies the operations of subordinate heuristics to with
efficiency turn out high quality solutions". The
meta-heuristic can manipulate complete and incom-
plete solutions as well as a collection of solutions
in every iteration [187]. The subordinate heuristic
can be procedures, a simple local search, or sim-
ply a construction method [187]. The following
are algorithms of meta-heuristic methods: Artifi-
cial Immune Systems (AIS) [55], Ant Colony Op-
timization (ACO) [47], Genetic Algorithms [175],
particle Swarm Optimization (PSO) [101, 52], etc.
Thus, Genetic Algorithms (GA) are one of the most
known meta-heuristics.

According to Bobor [20]: “A Genetic Algo-
rithm is a programming technique that uses biolog-
ical evolution as a problem solving strategy”. It is
based on Darwinian concept of evolution and sur-
vival of the fittest to augment a population of can-
didate solutions to a predefined fitness [113, 124].
The progression stages of a genetic algorithm gen-
erally begin with a population of randomly and
carefully selected chromosomes, which illustrate
the problem and depend on its attributes[113, 146].
According to the latter, chromosomes are encoded
in the form of bits, characters or numbers ,and a
set of chromosomes is called "population" through
an evolutionary stage [113]. In the assessment
stage, two main operators simulate the use of cross-
breeding and mutation, and finally, the chromosome
choice is set to the maximum chromosomes for sur-
vival and mixing [113, 146]. The efficiency of the
algorithms is related to three main factors [150]:
fitness functions selection, individuals illustration,
and GA parameters.

The effort of mixed GA and intrusion detec-
tion can be referred back to 1995, when computer
scientists, Crosbie and Spafford applied the agent
technology and genetic programming to detect in-
trusions [42]. Genetic algorithms are used to deter-
mine optimal parameters that can be used in other
techniques to optimize results and increase IDS ac-

curacy [20, 37], and generally the results of using
GA with IDS more effectively [150, 135].

The paper of Janakiraman [91] presents an in-
telligent learning approach using Genetic Algo-
rithm for Collaborative Intrusion Detection System.
The proposed approach uses simple exemplification
of rules and fitness function. GA is used to increase
the detection rate and reduce the false alarm rate.
The selection operation has two processes, namely:
calculating the fitness value and sorting it ascendant
order. In addition, they generate rules with an ef-
fective fitness function which can be used for dis-
tributed attacks. In addition, the generated rules can
be used with an adaptive cost.

The work of Bukhtoyarov and Zhukov [28]
presents a CIDS that uses ensembles of neural net-
works, which are combined using genetic program-
ming (GP). The experimental results demonstrate
that the proposed GP-based systems offers high per-
formances.

In Table 2, we summarize the previously dis-
cussed papers, according to the provided taxonomy.
Moreover, we highlight the main characteristics of
each work, as well as their performance with regard
to accuracy, detection rate, and false alarms rate, for
those who provided such information.

5 Discussion, open issues, and rec-
ommendations

Collaborative intrusion detection systems are
very important for network protection. The subject
has attracted the interest of many researchers. This
is why a wide range of studies and approaches are
being implemented with different techniques for the
purposes of reaching a high detection accuracy with
a very low false alarms rate while ensuring more ef-
ficiency and scalability.

In this work, we introduced a three fold clas-
sification for collaborative intrusion detection sys-
tems (CIDSs). Firstly, according to the system ar-
chitecture, secondly, according to the used agents
category, and finally according to the decision tech-
nique implemented within the CIDS. These three
classes are discussed and exemplified with the most
notable researches that were sufficiently analyzed.
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By reviewing nearly two hundred papers, we
presented CIDSs, in the architecture classification
part, as systems with or without a central compo-
nent. Based on this first classification, we can note
that decentralized and hierarchical CIDS are more
scalable than centralized ones, but they are still in
the early stages of development. However, and in
order to guarantee scalability and performance of
CIDS in the decentralized architectures, a particu-
lar attention should be paid to information sharing
mechanisms.

Using multi-agents technology allows CIDSs to
be more efficient, and provide a better detection ac-
curacy. Generally, using MAS makes collabora-
tive detection possible through cooperation and data
correlation. The works presented in table ?? show
that researchers are still relaying on MAS in col-
laborative IDS [4, 50, 115, 154], and the obtained
results confirm that the distribution and the use of
MAS technology play an important role in enhanc-
ing the detection accuracy and make systems more
effective.

Recently, the number of papers proposing
knowledge-based CIDS continuously decreases,
mainly because of their orthodox and traditional
schemes. Such a fact can be observed in those
having proposed expert system-based [169] and
ontology-based CIDS [1, 26]. Therefore, computer
security researchers oriented their efforts towards
machine-learning, heuristics and meta-heuristics
based paradigms.

Heuristics and meta-heuristics methods are still
implemented in several works, which are generally
based on greedy algorithm: [64], and genetic algo-
rithms [28, 91]. Also, the combination of heuristic
and meta-heuristic methods and machine learning
techniques was considered, such as in [28]. Such
approaches allowed security systems to be more ac-
curate and more efficient.

Machine learning techniques are still exten-
sively used in many recent work, and that given
the great potential of these techniques to address
the problems inherent in IDS and CIDS. The most
used ML techniques are: Neural Networks [28,
165, 166], Bayesian Networks [152, 64], SVM
[177, 188], Decision Trees [50, 177], and Deep
Learning [109].

In the last five years, deep learning techniques
have been successfully used to propose more effi-
cient IDSs with very high detection accuracy [9,
68, 164]. However, and according to the current
state of the art, we found only few proposed ap-
proaches for DL-based CIDS [125], and the work
of [109] have combined DL technique and MAS-
based CIDS. We would like to point that design-
ing a DL-based CIDSs require very large and di-
verse datasets in to train a highly accurate detection
model.

One of the main limitations of the current
CIDS-related research is the lack of commonly used
benchmark testing that allows the comparison of
the different solutions in a common environment.
Moreover, it requires extra research efforts to ac-
quire datasets that can allow an equitable evaluation
of these solutions. Indeed, it is extremely hard to
analyze and compare the results of the proposed so-
lutions, when no common dataset is used. We also
noticed that some solutions used old datasets such
KDD and KDD-NSL, which we believe do not re-
flect the current threats. It is also very hard to iden-
tify the most appropriate dataset for a fair evalua-
tion of the proposed CIDS solutions. We note that,
choosing the right dataset [153], as well as optimiz-
ing the performances of CIDS, and improving re-
altime capabilities remain, so far, significant open
problems.

Finally, we can note that the collaborative intru-
sion detection is a vast field; where researchers are
still proposing novel methods that combine differ-
ent techniques, and technologies in order to develop
a highly accurate defense systems that are able to
detect efficiently and in realtime new attacks with
fewer false alarms.
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verse datasets in to train a highly accurate detection
model.

One of the main limitations of the current
CIDS-related research is the lack of commonly used
benchmark testing that allows the comparison of
the different solutions in a common environment.
Moreover, it requires extra research efforts to ac-
quire datasets that can allow an equitable evaluation
of these solutions. Indeed, it is extremely hard to
analyze and compare the results of the proposed so-
lutions, when no common dataset is used. We also
noticed that some solutions used old datasets such
KDD and KDD-NSL, which we believe do not re-
flect the current threats. It is also very hard to iden-
tify the most appropriate dataset for a fair evalua-
tion of the proposed CIDS solutions. We note that,
choosing the right dataset [153], as well as optimiz-
ing the performances of CIDS, and improving re-
altime capabilities remain, so far, significant open
problems.
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ent techniques, and technologies in order to develop
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Therefore, our recommendations in order to
build more efficient CIDS can be summarized in the
following points:

– CIDS should be oriented towards the Cloud
computing environment, especially for central-
ized and hybrid architectures, which will offer
more flexibility and higher performances.

– The evaluation of each CIDS should be per-
formed in a heterogeneous network environment
and using a large amount of real network traffic
data or at least recently published datasets;

– The implementation of a secure connection at
MAS level between agents should be consid-
ered;

– Providing protection mechanisms for agents
against adversarial attacks;

– Machine learning techniques have been able to
provide very good performances in the field of
intrusion detection. Therefore, we believe that
future CIDS approaches should increase the ap-
plication of machine learning techniques, and
especially Deep Learning, and that in order to
overcome the previously discussed challenges.

6 Conclusion

The collaboration among a geographically dis-
tant IDS has led to the emergence of the so called
CIDS. The latter rely on the correlation of security
events in order to ensure better protection against
the recent threats. MAS have been successfully
used in this context since they intuitively provide
the required cooperation and collaboration mecha-
nisms. In this review, we have proposed a full tax-
onomy of MAS-based collaborative intrusion detec-
tion systems, in which we suggested a categoriza-
tion based on several criteria such as the adopted
CIDS’ architecture, the used agents technology, and
the used decision techniques. Based on this sur-
vey, we can conclude that CIDS have the poten-
tial to provide a good level of protection, provide
a real-time response, and can be deployed in large-
scale networks. However, we have identified some
limitations, which are related to the lack of com-
monly used benchmark testing, since the proposed

studies used different datasets to evaluate their per-
formances, and only very few of them have been
deployed in real large-scale networks. In addition,
most of the existing solutions rely on old datasets,
and detection techniques, which we believe are not
adequate with regard of the nature of the current
threats.

Finally, we believe that the future efforts for de-
signing efficient CIDS should be oriented towards
cloud-based architectures, and employ cutting edge
technologies such deep learning, and blockchain.
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