JAISCR, 2021, Vol. 11, No. 3, pp. 229 — 242

§ sciendo

10.2478/jaiscr-2021-0014

HANDWRITTEN WORD RECOGNITION USING FUZZY
MATCHING DEGREES

Michat Wrébell*, Janusz T. Starczewski!,
Justyna Fijatkowska®*, Agnieszka Siwocha®*, Christian Napoli?

' Department of Computational Intelligence, Czestochowa University of Technology
al. Armii Krajowej 36, 42-200 Czestochowa, Poland

>Management Department
University of Social Sciences, 90-113 tod?

3Information Technology Institute
University of Social Sciences, 90-113 Lod?

4Clark University Worcester, MA 01610, USA

> Department of Computer, Control and Management Engineering
Sapienza University of Rome, Via Ariosto 25 Roma 00185, Italy

*E-mail: michal.wrobel @pcz.pl

Submitted: 7th September 2020; Accepted: 16th April 2021

Abstract

Handwritten text recognition systems interpret the scanned script images as text com-
posed of letters. In this paper, efficient offline methods using fuzzy degrees, as well as
interval fuzzy degrees of type-2, are proposed to recognize letters beforehand decomposed
into strokes. For such strokes, the first stage methods are used to create a set of hypothe-
ses as to whether a group of strokes matches letter or digit patterns. Subsequently, the
second-stage methods are employed to select the most promising set of hypotheses with
the use of fuzzy degrees. In a primary version of the second-stage system, standard fuzzy
memberships are used to measure compatibility between strokes and character patterns.
As an extension of the system thus created, interval type-2 fuzzy degrees are employed to
perform a selection of hypotheses that fit multiple handwriting typefaces.

Keywords: offline handwriting recognition, handwritten strokes, fuzzy matching degrees,
interval type-2 fuzzy sets, decision trees, bigram frequency

1 Introduction

Offline handwriting recognition (HWR) systems
are applied to read and interpret a handwritten text
from a static image, such as a document scan. Due
to the inaccuracy of handwriting, this issue is more
complex than printed text recognition. Even consid-
ering only the basic handwriting style called a cur-

sive script, the letters are connected and thus there
are many possible interpretations [8].

There exist many of approaches to HWR based
on Convolutional Neural Networks, which are
trained on word images or single letters by tuning
the various features of the image through filters via
the so-called deep learning algorithm.
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However, methods that are not based on whole
words and are dedicated to reading proper names,
e.g. from archival scans, require single letter recog-
nition. An example of such archival handwritten
text is illustrated in Figure 1. Standard approaches
are based on the decomposition of plotted curves
into the so-called strokes. The stroke is identified
as a basic fragment of a letter created by a single
move of a hand. Obtaining strokes from handwrit-
ten text is challenging due to the fact that the text
is not arranged in a straight line, handwriting (es-
pecially italics and ligatures) makes it difficult to
separate and recognize letters. Stroke extraction is
typically the first step in HWR systems.
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Figure 1. A fragment of the archival handwritten
list of births from 1667, the city of Czestochowa.

This paper, basing on the extensive use of our
stroke extraction method described in [16], focuses
on the problem of identifying the letter or digit pat-
terns within the set of strokes. In this context, we
are in need of a method for comparing two small
groups of the strokes, the first of which is a group
selected from the set of extracted strokes, and the
second is a pattern of a letter (or two letters are
joined as a single glyph called a ligature).

The similarity of the two groups is not a binary
value in general, therefore, fuzzy degrees are pro-
posed to measure and calculate similarity degrees.
In our approach, each comparison creates a hypoth-
esis that this group of stokes matches the letter pat-
tern with a certain fuzzy degree, which might be
standard fuzzy membership in [0, 1] or an interval
within the truth range [0, 1] describing a member-
ship degree of a fuzzy set of type-2.

The use of type-2 fuzzy sets is advantageous in
cases of particular uncertainties as poor scan qual-
ity of the source image due to the destruction of

the paper, excessive variability and ambiguity of
strokes concerning different people or one person
over time, and variability of rotation (usually to the
right) in cursive text.

To a different degree, a single stroke can be as-
signed to many hypotheses. Therefore, algorithms
for selecting non-exclusive hypotheses, which are
likely to be confirmed, are the essential area of re-
search for this work. Actually, this stage transforms
sets of strokes into possible words, including many
word hypotheses. The selection of the proper one is
left to the final decision system.

Summarizing, we present three methods for
comparing small (typically limited to three ele-
ments) groups of strokes and compatible methods
for hypotheses selection, as an extension of our ear-
lier methods provided in [15]. The paper is orga-
nized as follows:

— Extraction of strokes from input images, and
their approximation are outlined in Section 2.

— Section 3 provides formulas for comparing
groups of strokes to letter patterns.

— Section 4 describes a procedure for the prepara-
tion of sets of hypotheses.

— Section 5 provides three methods for the selec-
tion of hypotheses, one of which is based on in-
terval type-2 fuzzy sets.

— A final selection of a word is the content of Sec-
tion 6.

— Section 7 presents implementation details and
summarizes experimental results.

— Section 8 draws conclusions and ideas for future
work.

2 Stroke extraction and approxi-
mation

First of all, we need to have a set of extracted
strokes. Stroke extraction is not a topic of this pa-
per. We could use, for example, an algorithm pro-
posed in [16] or [9].

We need to represent the stroke as a couple of
polynomials
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x(t) = a3t3 +Clzl‘2 +ait+ao

y(t) =b3t3+b2l2+b1l‘+b0, M

where

t€10,1].

Usually the extraction stage return strokes given
as an ordered set of points:

S=(P\,Ps,....P,). )

To transform it into polynomial format, let us
define #; as a distance between the beginning of the
stroke and the point p; divided by length of the
stroke. We may express it in the following manner:

): \/ X}+1 ()’j—)’j+1)2
f = B
Z V= x51)2+ (v —yje1)?

60.0

500

400

300

19

300 —x{
200 = | ]
100

00

P T, S P TR P

t

Figure 2. A stroke and its decomposition into two
polynomials. The polynomials are:
x(t) = 17563 — 2751 + 50t 475,
y(t) = 52513 — 80012 + 300f + 20

This approach was mentioned in [5]. Value ¢, is
always 0 and value #,, is always 1. Now we may con-
sider a stroke as a couple of functions x = fj(¢) and
y = f>(t). We know the values of these functions
in n points. Therefore, we are able to approximate
these functions.

We may notice that functions x = fi(¢) and y =
f2(t) have convenient forms to approximate them
by polynomials of a degree not greater than 3 — the
shape of each stroke is visible. An example of quite
a curvy stroke is shown in Figure 2.

Figure 3. An example of the input image

Figure 4. The input image after stroke extraction

In this paper, the set of extracted and approxi-
mated strokes set is called the dataset. An exam-
ple of the input image is presented in Figure 3, the
strokes extracted from this image and approximated
by polynomials are shown in Figure 4.

Using these polynomials we can get the vector
of coefficients

V= (a3,a2,a1,a9,b3,b2,b1,by). 4)

An algorithm described in this paper requires
two input objects: the dataset and the set of letter
patterns. In both cases, each stroke should be rep-
resented by the vector (4).

As defined in [14], a letter pattern may contain
one or more strokes. In this paper, to reduce the
complexity, we are analyzing letter patterns con-
taining at most three strokes. If the letter pattern
is larger, we can select three strokes that look the
most significant (usually the longest ones).
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3 Matching the patterns

This Section provides formulae for matching a var-
ious number of strokes to the letter pattern.

3.1 Matching one stroke to the letter

The idea of matching a single stroke with the
pattern is presented in [13]. Let us briefly describe
this.

If we want to measure the similarity between
two strokes, we focus just on its shape. Values ag
and by in the vector (4) represent only localization
of the stroke, not a shape, so we can omit these two
elements. Hence, the stroke 7 is described by a vec-
tor

E} — (a37a27a17b37b27b1)-

Let us notice that the same stroke may be repre-
sented by two different vectors since both endpoints
can be treated as the beginning of the stroke. Ac-
cordingly, the two following functions represent the
shape of the same stroke:

X(l) = a3t3 +a2t2+a1t+ao
X(t)=a3(1—1)* +ay(1—1)>+a; (1 —1)+ao.

If we have vector 5;, we can calculate its alter-
native vector s’
7

! ! ! / / /
i:(a37a27a17 3752751)7

where

a3 = —das, bg:_b37
a’2:3a3 +ap, /2:3b3+b27
a) = —3az—2ay —ay, b} =—3b3—2by—b;.

)

Both vector s; and 5’ should be normalized due

to the fact that we are not interested in the stroke
size at this stage of the algorithm.

W~

= 5i =
Si— 757 S/: _—
Cols T ls

Let the vector §; represent the stroke in the
pattern and the vector §; comes from the dataset.

We can express the difference between these vec-
tors just by the euclidean distance between them.
Both vectors are units, therefore the distance be-
tween them belongs to [0,2]. We must remember,
that each stroke can be expressed by two vectors.
Hence, the shape difference between two strokes
can be expressed by

DY, j) = min(|| 5= i1, | 5= S, | 3= il 1157 ")),

and the fuzzy degree for two strokes similarity
equals

1
5D, j).- (6)

F(l7.]):1_2

3.2 Matching two strokes with the letter

Matching a pattern consisted of two strokes is a
bit more complex. We must consider not only the
similarity of each stroke pair but also their size and
location relative to each other.

Let strokes in the pattern be represented by the
vectors p, p2, and the corresponding strokes in the
dataset be represented by the vectors 57, §3. Using
(6) we get similarity value F (s, p1) and F(s2, p2).

Let us consider the stroke sizes. To calculate
the stroke length we need to transform the polyno-
mial representation of the stroke into a list of points.
Each point may be calculated by

Py, i = (x(Ti),¥(T)), %)

where x(t), y(t) are defined by (1) and

T = [0,0.02,0.04...,0.98, 1].

The resolution of the vector t may be different.
The stroke length is equal to the sum of distances
between successive points

|T|
Ls - Z ‘Ps.i—lPs,i’-
=2

We expect that the relation between lengths of
the strokes s and p) is similar to the relation be-
tween $5 a p>. Hence, we can calculate this similar-
ity by the formula
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min(Ll,Lz)
L ) 391 = 7 7\
(pl P2,51 SZ) max(Ll,Lz)
where
L = Iﬂ,Lz = Iﬂ
Ly, Ly,

Figure 5. Vectors connecting mass centers of the
strokes

Finally, let us define a fuzzy degree for the sim-
ilarity of the relative location of the strokes. Let Cy,
be a center of mass of the stroke §7. Coordinates of
this point are just average coordinates of all points
introduced in (7). It may be expressed by the for-
mula

Ty 7T
Cy, = ( "|‘Tx,( 1)721_’1;‘( ’)>. t))

We assume that the vector Cy,Cy, is similar to

P .
the vector C,, C), (taking into account the scale). It
is presented in Figure 5. Therefore, the vector

d= CpiCp, _(TCSZ¥
should be very small (its length should be close
to zero). Of course, for larger patterns this length
could be relatively greater, therefore, a degree for
the similarity of the location must depend on the
average stroke length. It can be expressed by

d|
C(Plap%sl,sz):l—tanh(] ’ ‘

T + L))

To sum up, the fuzzy degree for the similarity of
two sets containing two strokes is a geometric mean

F(s1,52,p1,p2) =
V/F(s1,p1)F (s2, p2)L(p1, P2,51,52)C(p1, p2,51,52).
9

3.3 Matching three strokes with the pat-
tern

In order to match a letter pattern consisting of
three strokes (p1, p2,p3) with three strokes in the
recognized set (s1,s2,53), a similar formula to (9)
can be applied. The proposed formula is symmet-
rical as long as the strokes are sorted according to
their length, i.e.

(Lsy +Lp;) 2 (Lsy +Lpy) = (Lsy +Lpy). (10)

Next, the fuzzy degree for the similarity of three
strokes can be extended to the form of the geometric
mean

F(s1,82,53,p1,p2,P3) =

= /F(s1,p1)F (52, p2)F (53, p3)
#\/L(p1,p2.51,52)L(p1, p3,51,53)*
#v/C(p1,p2:51,52)C(P1,P3,51,53).

1D

3.4 A general formula

Observing equations (9) and (11), a general for-
mula for similarity of sets consisting of n strokes
can be proposed in the following form

F(Slv"'asnapla"'apn) —

YT F (50, pi) TT7o [L(P1, piys1.50)C(p1, pis sty si)]-
(12)

However, formulas for the number of strokes
greater than three have been not implemented yet.
The vast majority of letters (or even simple ligatures
i.e. clusters of letters like "le") are recognizable af-
ter only three dashes.

4 Preparing the set of hypotheses

If the letter pattern consists of only one stroke, a sin-
gle hypothesis for each stroke in the dataset can be
formulated. The hypothesis is true if the stroke fully
matches the letter pattern stroke, which is possible
to a degree (6). Since matching one stroke occurs
more possibly than matching a complex pattern, the
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fuzzy degree for the single stroke comparison can
be concentrated with the use of the square operator.

Whenever the letter pattern is composed of two
strokes, a single hypothesis for each combination
of two elements from the dataset can be derived.
Hence, the number of such equals N(N — 1), where
N is the size of the dataset. The possibility that the
hypothesis is true is formulated by (9). Two hy-
potheses are derived for each combination, since we
can assign p; and p5 in two directions, therefore,
the hypothesis with the greater possibility should be
stored.

Analogically, in cases of letter patterns con-
taining three strokes, a group of strokes can be
matched to the letter pattern in six different man-
ners — (s1,52,53), (51,53,52), (52,51,53), (52,53,51),
(s3,51,52), and (s3,52,51). Again, one of these hy-
potheses with the highest possibility have to be
stored.

To conclude, a fuzzy membership degree of pat-
tern matching determines the fuzzy matching de-
gree of a hypothesis and is defined by the following

formula
F2(s,p) :{s}
fi=19 F(s1,82,p1,p2) {s1,8}
F(s1,52,53,p1,P2,P3) :1{51,52,83}.
(13)

One of such received hypotheses is represented by
the set of strokes associated with the letter pattern
with the degree indicated by the fuzzy membership
value.

Before the recognition stage, very short lines,
possibly noises, should be removed from the set. To
do this, we need to count the median lengths of the
strokes in the input set and remove small strokes,
e.g. smaller than 1/4 of the median. Then the lines
have to be sorted by the x coordinate of their centers
of gravity and the hypothesis should be constructed
from one, two ore three consecutive lines depending
on the number of lines in the matched pattern.

This part of the algorithm has time complexity
O(NP), where N is the number of strokes in the
dataset and P is the number of patterns. In order
to reduce the total number of received hypotheses,
we can limit the number of hypotheses created for
a single pattern, e.g. on %N . For each pattern class,
the list of received hypotheses has to be sorted by
the fuzzy degree F in descending order and may
have deleted the poorest hypotheses, if necessary.

S Selection of hypotheses

LetA={hy,hy,...,hy } be the set of all hypotheses
derived by the algorithm presented in the previous
Section. Each hypothesis /; has the following val-
ues assigned:

— aset S; containing such strokes from the dataset
that are covered by the letter pattern,

— afuzzy degree f; defined by (13),

— atarget letter (or, generally, a small fragment of
text).

Our goal is to create a subset R C A that each
stroke belongs to at least one hypothesis. Such
subsets represent suggested words. The degree of
matching such propositions can be introduced as an
average fuzzy degree of all hypotheses for R.

1

O(R) = &

Y £ (14)

hieR

We can assume that Q(0) = 1.

5.1 A basic greedy method

One of the simplest and the most intuitive ap-
proaches to obtain a subset R is a greedy algorithm,
which may be listed in the following steps:

1. SetR=0.

2. Sort A by f; in descending order.

b

Pop the hypothesis iy with the highest f;.
4. Add hg into R.

5. Remove (from A) the hypotheses having any
common strokes with fg.

6. If A # 0, go back to step 3.

Greedy algorithms are quite successful in problems
as data compression (e.g. Huffman encoding) or
finding the shortest paths between nodes in graphs
(as Dijkstra’s algorithm). The selection method
based on the greedy algorithm makes the optimal
choice only at each iteration; however, it is not guar-
anteed that a greedy strategy leads to an optimal
solution since decisions are based only on the lo-
cal graph information without regard to the overall
graph.
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5.2 A selection method using fuzzy degrees

Since the greedy method does not guarantee to
receive the result with the highest degree of match-
ing Q(R), we propose a fuzzy tree method that gen-
erates more variants of R with the use of fuzzy de-
grees of matching. As a result, we obtain a family of
sets R. In each node of the tree, a decision which
hypothesis should be added to R is made with the
following options: the first option is the one with
the highest f;, similarly to the greedy method, and
the second option is formed by the hypotheses that
have at least one common stroke with /; acquired in
the first option.

Therefore, the recursive procedure for the con-
struction of the decision tree can be summarized as
follows:

Initially, R = @ and A includes all the hypotheses.

1. Pop the hypothesis sy with the highest f;.

2. Create a subset T C A where eachelement i, € T
has at least one common stroke with /.

3. Foreach h, € T:

(a) Create a set R, = RU{h,}.

(b) Create a set A, C A by removing from A all
the hypotheses having any common strokes
with h;.

(c) If A, = 0, add the set R, into ®. Other-
wise, invoke this procedure recursively with
R — Rt, A - Al‘

This algorithm generates excessively many
variants R, € R, hence, it is practically hard to use.
Nevertheless, its modification presented below can
reduce the time complexity significantly.

Let L be the list of pairs (A;,R;) sorted by Q(R;)
in descending order, which initially contains only
one pair (A,0), and let the maximum number of
pairs in L be denoted as [, and the maximum num-
ber of variants in &_be denoted as r,,,,. The mod-
ified algorithm for expanding the hypothesis selec-
tion tree can be organized as follows:

1. Pop the pair (Ag,Rp) from L with the highest
O(R;), remove it from the list.

2. Pop the hypothesis iy from Ag with the high-
est f;.

3. Create a subset T C Ay where each element &, €
T has at least one common stroke with /.

4. Foreach h, € T:

(a) Create aset R, = RU{h,}.

(b) Create a set A, C A by removing from A all
the hypotheses having any common strokes
with ;.

(c) If A, = 0, add the set R, into &.. Otherwise,
add a pair (R;,A;) into sorted list L.

5. If the number of stored pairs |L| is greater than
Imax, remove the poorest ones.

6. If the number of sets R, is lower than r;,,, and L
is not empty, return to step 1.

5.3 An interval type-2 fuzzy selection

Until now, the patterns are composed of letters
or ligatures from a single handwriting style. In or-
der to extend this base to multiple styles, their ag-
gregate can be implemented in the form of interval
type-2 fuzzy sets. Formally, a fuzzy set of type-
2, denoted by A, is a vague collection of elements
characterized by membership function u;: X —
F ([0,1]), where F ([0,1]) is a set of all classical
fuzzy sets in the unit interval [0, 1] and X C R. Prac-
tically, each x € X is associated with a secondary
membership function f, € ¥ ([0,1]) introduced by
a mapping fi: [0,1] — [0,1]. If f; is a closed
subinterval of the real unit interval [0, 1], denoted
by fi € I([0,1]), then A defines the interval type-
2 fuzzy set. Practically, interval type-2 fuzzy sets
are characterized with their bounds as A and B can
be characterized by uj (x) = [u,, %] € 1([0,1])and
ug (x) = [vy,vx] € I1([0,1]). Therefore, the set oper-
ations, as intersection A N B, union AU B and com-
plement —A, can be realized for each x € R by the
so-called extended operations, i.e.,

min (uz (x) , 45 (x)) = [min(u,, v,), min(7,, 7,)] |

(15)

max (uz (x),up (x)) = [max(u, v,), max (i, vy)] ,
(16)
neg (uz (x)) = [1 =2, 1 —u,] . (17)

The set of truth intervals 7 ([0, 1]) is only a partially

ordered set under max and min, [2], while the or-
dering relation for truth intervals is defined as

wua Cvy] <= u<vANu<v. (18)
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The use of interval type-2 sets has been con-
fronted to many sources of uncertainty as rounding
computational errors, quantization errors, measure-
ment non-statistical errors, component tolerances,
and knowledge uncertainties about exact values of
physical parameters [6, 7, 12]. They as well can be
used to model different handwriting typefaces.

Let the stroke of the letter pattern stroke be de-
scribed by a vector of intervals

P= ([93753]a [92752]7 [Ql ,51], [Q37E3]7 [QZ?BZL [bl 751]) :

Each parameter can be aggregated from multiple
handwriting typefaces according to the following
formulas:

4= min a; (19)

a;= max a; (20)
j=1,.0

— min b; 21

bi s @h

bi= max b, (22)
j=1,0

where i € 1,2,3 and J is the number of letter pat-
terns to be aggregated.

The fuzzy degree for the similarity between in-
terval pattern (of a letter or a ligature) and non-
interval stroke can be proposed as interval type-2
fuzzy memberships:

oj— 0 0 — 0
F,(i,j) = max <min <2J = 2 J) ,O>

(23)
(xj72g[+a,-
= /. . . o—o;
Fo(i, j) = max (mm ( 26— a-a; ) ,O) ,
=R
(24)

where a universal parameter o stands for a, or b,
with n = 1,2,3. Figure 6 illustrates the construc-
tion of the type-2 fuzzy similarity set. In terms
of the possibility theory, the upper membership de-
grees form a trapezoidal function, which might be
interpreted as the upper limit of possible stroke-to-
pattern matches, while the lower degrees constitute
a triangular function of certain matches.

T T
2& — ¥ 0 . +8; Iy

Figure 6. Fuzzy grade for the similarity between
the uncertain letter pattern and the precise stroke

The obtained interval type-2 fuzzy grade is mul-
tidimensional, henceforth, the standard Cartesian
product is able to reduce dimensionality, i.e.,

F(ij)=  min  (Fy(ij) (25

ac{ar.az,a3,by,by,b3}

(Fa(i,j)) - (26)

F(i,j)= min

acf{ai,az,a3,b1,b2,b3}

5.4 Decision trees examples

Following an example provided in [14], let the
exemplary dataset be composed of three strokes as
illustrated in Figure 7. For a given set of strokes,
a set of hypotheses have been generated, which is
listed in Table 2. Each hypothesis included one or
two strokes matching the letter pattern. Fuzzy grade
of similarity between strokes and the pattern is as-
sessed qualitatively using (14).

s
1 52 53

Figure 7. An example of input dataset

Table 1. The set of hypotheses

Hypothesis  Strokes Letter Quality Q

/’ll 853 1 0.9
hz 51 C 0.8
h3 51,82 a 0.7
h4 852,83 u 0.6
hs 5 i 0.5

A full decision tree, presented in Figure 8§,
has been constructed along with the methods us-
ing the greedy search as well as fuzzy grades.
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R ={h}
A={hy.hy hs}
Q(R) = 0.90

B = {hl_.fr.z}
A= {h;}
Q(R) =0.85

= {h.] .fig_.h_-',}
A=

T QR) =073
en’

T Q(R)=080

R=10
A= {hy, ha,ha, ha, hs}
Q(R) = 1.00

= {h 1}
A= {ha}
Q(R) = 0.60

R ={hy, ha}
A=0

R = {hy, ha}

D=0
Q(R) =070
"o

Figure 8. Decision tree using fuzzy degrees of matching

The numbers inside the nodes mean the order in
which the nodes were created. Three different
text variants of the text have been generated: "ai"
(Q =0.80), "cii" (Q = 0.73), and "cu" (Q = 0.80).
The greedy method has selected a subset R =
{h1,h2,hs}, which average fuzzy membership is
Q = 0.73. The optimized fuzzy version of the al-
gorithm has skipped some nodes to avoid poorly
promising paths. It can be easily seen that the algo-
rithm using fuzzy grades is able to generate a vari-
ant with a greater membership grade for strokes-to-
class matching than the greedy method does.

An analogical decision tree is presented in Fig-
ure 9. The upper bounds of the degree of match-
ing have been determined without changes using
the arithmetic mean of partial membership grades.
They play a role of a limit for possible matches be-
tween strokes and classes that resembles terms in
the possibility theory. However, the lower mem-
bership grades act as certain matching, hence the
lower degree of matching of the path should be ag-
gregated with an operator that preserves the nature
of the lower limit such as the minimum operator.

6 Word selection

As the final decision, a single text variant may be
chosen making use of the two following criteria for
evaluation of hypotheses:

— the grade of pattern matching of the particular
text variant,

— the chance that the given string of letters would
make sense in the given language.

To apply the second criterion, we can use sta-
tistical data provided in the paper [4], which con-
tains information on how often a given bigram (un-
derstood as a pair of consecutive letters) appears in
the English language corpus. The most common bi-
gram has a degree of matching equal to 1.0, and in
other cases, the fuzzy degree is equal to the num-
ber of occurrences of a given bigram divided by the
number of occurrences of the most frequent one.
Since the data in the source table are stored in log-
arithmic form, the final fuzzy degree of matching
shall be described by the following formula:

erii

0=

l] - exmax

— exi_j —Xmax . (27)

Since the median and mean of these values
are very small (0.003 and 0.049 respectively), they
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R = {h]}
A= {hz, h:tshﬁ}
Q(R) = [0.80,0.90]

R ={hy, I}
A= {hs}
Q(R) = [0.10,0.85]

{h,]_.hz_.h,ﬁ}
)
7" s Q(R) = [010.073]

Figure 9. Decision tree using interval type-2 fuzzy memberships

should be additionally adjusted using the fourth-
degree root. After this operation, the median is
0.242 and the average is 0.247, so the best big
frames do not overwhelm the rest. In summary, the
formula (27) finally takes the form:

4 €5 :e%(xijfxmgx). (28)

Qij - eXmax

Operating on such values, we can define mean-
ingfulness of a text variant as the arithmetic mean of
fuzzy matching degrees of successive bigrams, i.e.,

1 [S|—1

B(S) = SI=1 Y O (29)
=

The final fuzzy matching degree of the string
may be determined as the geometric mean of the
two degrees of matchings: one achieved during
recognition and the meaningfulness grade taking
into account dictionary dependencies between let-
ters. It needs to be noted that using a different
corpus, the method can be tuned to a different lan-

guage.
7 Implementation and experimen-

tal results

The algorithm has been implemented in Python 3.
A stroke extraction stage has been performed by the

method presented in [16]. The set of input strokes
and the set of letter patterns have been stored in
CSV files. Since a stroke can be represented by a
specific class, some computations, like (5) and (7),
have been calculated once during loading the input
files. The experiment has consisted of recognizing
the written word fex, whose image is shown in Fig-
ure 3). The set of patterns, which has been used in
the simulation, is collected in Figure 10.

Table 2 summarizes fuzzy degrees of matching
obtained for the whole set of hypotheses in recog-
nition of the handwritten word fex. The second col-
umn of the table represents the fuzzy matching de-
gree from the recognition stage calculated by (14).
In the third column, the fuzzy matching is calcu-
lated by (29) based on the bigrams is listed. The
first column is the overall matching grade deter-
mined as the geometric mean of recognition and bi-
gram fuzzy degrees.

It can be observed that the bigram analysis
strongly promoted pronounceable solutions (tiv, tre,
tev) at the expense of random character strings,
which had quite high indexes after the recognition
stage (tlv, ilix, clix, cllx).
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Table 2. The set of hypotheses for the handwritten

a_1.png an_1.png b_1.png c_1.png
f 2.png g_1.png h_1.png i_1.png
I_1.png le_1.png m_1.png n_1.png
9 117 1S |3
g_1.png r_1.png s_1.png s_2.png
L/l' U \ / \/\/
u_1.png u_2.png v_1.png w_1.png
L L —
J £
y 2.png y 3.png z_1.png

cl

d_1.png

J

j_2.png

0O

o_1.png

s

t_1.png

LJ

w_2.png

e ¢

e_1.png f_1.png
Kk
k_1.png k_2.png

o_2.png p_1.png

U

t_2.png te_1.png

x )

x_1.png y_1.png

Figure 10. The set of letter patterns used in simulation

text rex.

Overall Recognition Meaning— Text
matching (0] fulness B

0.735 0.842 0.641 tex
0.686 0.632 0.744 tre
0.676 0.855 0.534 tix
0.642 0.629 0.656 tro
0.638 0.678 0.600 olex
0.620 0.692 0.556 clex
0.618 0.663 0.577 siex
0.618 0.605 0.631 trs
0.617 0.660 0.577 siex
0.602 0.674 0.537 ciex
0.601 0.680 0.531 slex
0.600 0.677 0.531 slex
0.600 0.688 0.523 olix
0.580 0.701 0.479 clix
0.575 0.661 0.501 oiex
0.573 0.608 0.539 trc
0.560 0.700 0.449 ollx
0.560 0.690 0.455 slix
0.560 0.684 0.458 silx
0.559 0.687 0.455 slix
0.559 0.682 0.458 silx
0.540 0.696 0.419 cilx
0.538 0.690 0.420 jlex

0.461
0.537
0.534
0.530
0.517
0.516
0.511
0.500
0.499
0.490
0.477
0.476
0.476
0.468
0.459
0.456
0.445
0.437
0.433
0.419
0.403
0.385
0.380
0.378
0.378
0.267
0.203

0.643
0.713
0.625
0.673
0.702
0.699
0.682
0.673
0.670
0.700
0.628
0.684
0.624
0.607
0.871
0.694
0.671
0.712
0.651
0.641
0.664
0.805
0.683
0.653
0.650
0.663
0.751

0.331
0.405
0.457
0.417
0.380
0.380
0.383
0.371
0.371
0.343
0.363
0.331
0.363
0.361
0.242
0.299
0.295
0.269
0.288
0.274
0.244
0.184
0.212
0.219
0.219
0.108
0.055

cux
cllx
oux
jiex
sllx
sllx
oilx
Siix
siix
jlix
sux
ciix
sux
trj
tlx
jilx
olix
jlx
olcx
jux
clex
tcx
Jiix
slex
slcx
jlex
tjx
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8 Conclusions and future works

In this paper, we have presented stroke-based meth-
ods for the recognition of handwritten text operat-
ing in the offline mode. The methods have been in-
tended to involve creating and evaluating hypothe-
ses as to whether a group of strokes matches a pat-
tern of a certain letter or ligature. Fuzzy grades
have been employed for the evaluation of hypothe-
ses, i.e. simply stroke-letter matches, in the first
stage methods, while in the second-stage methods,
the hypotheses have been verified using a decision
tree equipped with either fuzzy grades, or interval
fuzzy sets of type-2.

Fuzzy grades have allowed for an efficient
traversal of the tree expanding only reasonable se-
quences of consecutive hypotheses. The experi-
ment has confirmed the effectiveness of using fuzzy
membership degrees in ordering and assessing the
most possible hypotheses in the case of a simple
base of letter patterns.

Nevertheless, HWR systems should support
multiple ways of writing letters by different writ-
ers and be resistant to changes in handwriting due
to the passage of time with different tilt angles, as-
pect ratios, varying proportions, ambiguities, miss-
ing or corrupted lines, etc. For handling such un-
certainties, an interval type-2 fuzzy decision model
has been proposed. Interval type-2 fuzzy sets have
been demonstrated to be capable of handling and
processing uncertainties of such a type when a data
model has to be aggregated from different sources
and all sources are equally reliable.

Future research will focus on the development
of the final decision step, taking into account the
uncertainties modeled by type-2 fuzzy sets, as has
been presented in this paper. The database of let-
ter patterns and ligatures should be automatically
extended with many different typefaces so that the
interval fuzzy sets could describe the widest pos-
sible range of possibilities in the written text. As
an extension, the HWR system should be able to
learn and interpret new handwriting styles during
recognition in online interaction with the system
operator (such as [17]). This stage should combine
fast dictionary techniques for searching text with
a fixed structure with the mechanisms for reading
names, surnames, places, proper names, rare and

unique words, which we deal with in the analysis of
archival records.
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