
INTRODUCTION
In this article, we want to follow up on the statement 

that linguistic laws are a manifestation of the physical 
conditions of linguistic expression and do not directly re-
flect the systemic nature of language (Torre et al. 2019). 
In the field of linguistics, it is usually common to explain 
the manifestations of linguistic laws by a certain type of 
economization, which has a linguistic systemic charac-
ter (e.g. the interconnection between word formation 
and phonetic system) or is related to the information 
structure of the text (Altmann 1978). To move away from 
linguistics and to try to explain the law from the physical 
conditions of communication seems liberating—because 
a century-long effort of linguistic explanation of linguistic 
laws has brought disagreements and controversies rather 
than a clear explanation (Piantadosi 2014).

Another feature of linguistic laws research is that they 
are not usually tested with the aims of explanation (Al-
tmann 1980). The standard approach to these laws is 
analogous to the laws of physics. Laws of physics ca-
nnot be explained, they are the essence of the physical 
world. We can prove the laws on some physical phe-
nomena in particular conditions and, on that basis, the  

 
fundamental characteristics of the world are revealed. We 
can also show what the mutual connections of the laws are 
and anchor the laws in mutual deductibility. Language laws 
are approached in a similar way (Altmann, Wimmer 2005). 
These are to be proved and verified as a manifestation of 
general linguistic properties of the text. The explanation 
of the laws is then a discussion supplement to their tes-
ting, which cannot be proved and therefore loses interest.

For Altmann and Wimmer (2005) individual linguistic 
laws are just an instantiation of a general formula or for-
mulas, different for the continuous and discrete appro-
aches. In the case of these formulas there is nothing to 
be said except of one proviso that we do not care about 
their origin. Formulas are there just as a useful stati-
stical generalization, available for inductive testing of 
empirical hypotheses. And this is daily bread and butter 
of quantitative linguistics (as we already know, at least 
since Meyer 2002). However, the laws may there be in 
the web of mathematical ground of linguistics. In quite 
a similar way, we can find it in Hřebíček (Hřebíček 1997) 
and Andres (Andres 2009). These approaches are parti-
cularly similar, because Hřebíček grounds on the basis 

Linguistic Frontiers • 4(2) • 2021
DOI: DOI: 10.2478/lf-2021-0016

Explain the law: When the evidence 
is not enough

Original Study

Martina Benešová, Dan Faltýnek, Lukáš Hadwiger Zámečník
Palacký University Olomouc, Department of General Linguistics.

Received: July 2020 ; Accepted: September 2020

Linguistic Frontiers

Open Access. © 2020 Martina Benešová, Dan Faltýnek, Lukáš Hadwiger Zámečník, published by Sciendo.
This work is licensed under the Creative Commons BY 4.0 license

Abstract: The article responds to the current variability of research into linguistic laws and the explanation of these 
laws. We show basic features to approach linguistic laws in the field of quantitative linguistics and research on 
linguistic laws outside the field of language and text. Language laws are usually explained in terms of the langu-
age system—especially as economizing—or of the information structure of the text (Piantadosi 2014). One of the 
hallmarks of the transmission of linguistic laws outside the realm of language and text is that they provide other 
kinds of explanations (Torre et al. 2019). We want to show that the problem of linguistics in the explanation of 
linguistic laws lies primarily in its inability to clarify the internal structure of language material, and the influence 
of the theory or method used for sample processing on the result of law analysis—which was formulated by Peter 
Grzybek (2006). We would like to show that this is the reason why linguistics avoids explanations of linguistic laws.

Keywords: linguistic law, Menzerath-Altmann law, language levels, phonetic transcription, data processing



55

Explain the law: When the evidence is not enough 

of symmetry and self-similarity principles—or the princi-
ple of compositeness—and Andres, following Hřebíček, 
believes in the fractal nature of language. 

Although it is sometimes stated that Altmann’s and 
Köhler’s  views are identical or interconnected, the 
Köhler’s view is in essential respects different. According 
to Köhler we should be able to explain the laws through 
the theory of system-theoretical linguistics. Although he 
prefers the functional explanation in the linguistic frame 
(so to say, the requirements (REF) are not a part of the 
system), he is also able to welcome explanations from 
outside of linguistics (via the merge of cognitive lingui-
stics and generative approach) and this is the place for 
our thinking about Torre (2019, 2017, 2015).

On the other hand, we have recently witnessed the 
shift of research on language laws beyond the field of 
language—i.e. elaborating linguistic laws without taking 
into account the language characteristics of the text. One 
example is the work of Torre et al. (2019), where laws 
are examined in terms of the physical structure of the 
text. That is, parts of the text such as speech sounds, 
syllables and words are taken into account (stress unit, 
utterance or replica are also offered for this kind of ana-
lysis). Torre et al. (2019), however, further segmented the 
text into time durations of phonemes, words and units 
defined by breath pauses (breath-groups). We may note 
that the Menzerath-Altmann’s law was originally defined 
as the relationship of language units (syllables and words) 
to their time duration (Menzerath 1928). Later research 
of this law placed the law purely between the language 
levels and their units (Altmann 1980). If we return to the 
segmentation of the text on the basis of physical text 
qualities (Torre et al. 2019), we can state that this way of 
processing the law analysis has one great advantage—it 
offers an explanation of the law, in this case in the phys-
iological and physical conditions of the communication 
act (see Torre at al., 2019, 16). Sign language seems to 
possess similar features—the segmentation of sign lan-
guage gestures into time durations showed the mani-
festation of the law as opposed to the segmentation of 
gestures into their parts (morphemes, etc.). This means 
that the physical nature of the communication act ma-
nifests the law as opposed to its sign or language seg-
mentation (Andres, Benešová, Langer 2019).

To make the picture complete, we need to add that 
linguistic laws have been studied for a number of phe-
nomena other than language. Analyses of genetic text 
or analyses of animal communication are widespread 
(Ferrer-i-Cancho, Forns, Hernández-Fernández, Bel- 
-Enguix, Baixeries 2013, Eroglu 2014, Baixeries, Hernán-
dez-Fernández, Forns, Ferrer-i-Cancho 2013, Gustison, 
Semple, Ferrer-i-Cancho, Bergman 2016, Havlin, Buldy-
rev, Goldberger, Mantegna, Peng, Simons, Stanley 1995). 
These analyses of linguistic laws bring new insights 
into the nature of the studied phenomena. This is due 
to the praxis when the linguistic law is taken as an ana-
lytical tool with the goal to explain the structural nature 
of the studied phenomena. This explanatory approach 

is forbidden for the linguistic standard way of analyzing 
language laws. The following analysis will show some 
of the reasons why this is the case.

Peter Grzybek systematically pointed out the pro-
blems of linguistics with the handling of linguistic ma-
terial in the analysis of linguistic laws. Consequently, 
however, he stressed that the quantitative properties of 
the text have the nature of language quality and systemic 
structure of the text. It means that language quality of-
fers an explanation of how this system is interconnected 
in a quantitative way. To examine the quantitative ma-
nifestations of the text for Peter Grzybek meant to test 
the nature of language levels and the correctness of their 
theoretical definition (2014). Let us quote Peter Grzybek 
in the case of the linguistic processing of the tested data:

“As long as we do not know, for example, what a word is, 
i.e., how to define a word, we must test the consequences 
of different definitions: do we obtain identical, or similar, 
or different results, when defining a word as a graphemic, 
an orthographic, a phonetic, phonological, a morphologi-
cal, a syntactic, a psychological, or other kind of unit? And 
how, or in how far, do the results change—and if so, do 
they systematically change?—depending on the decision, 
in which units a word is measured: in the number of letters, 
or graphemes, or of sounds, phones, phonemes, of morphs, 
morphemes, of syllables, or other units? These questions 
have never been systematically studied, and it is a problem 
sui generis, to ask for regularities (such as frequency dis-
tributions) on each of the levels mentioned.” (2006, 11)

We, first, came across this necessity to be one-hun-
dred-percent-aware of the influence of the way of defining 
linguistic units on the outcomes of analyses in (Andres et 
al. 2012a). We will try to respond to Peter Grzybek’s call 
and we will further monitor whether there are systematic 
changes in the results of the analysis of linguistic laws 
due to the use of the definition of certain language levels 
and the variability of the involved theoretical assumpti-
ons. In this article, we will try to offer the first explana-
tion with respect to language data preprocessing. And 
we will hope that in the future the relationship between 
linguistic text preprocessing and the laws will prove to 
be truly systematic.

It is nice to see that Peter Grzybek was on the side of 
the theory (Grzybek 2006). And it does not mean he did 
not believe in induction and experiment as we say below. 
He was so open-minded and he did not feel anything nice 
in the esprit of “normal science“. He knew there should be 
a kind of restart of the methodology of quantitative lin-
guistics (for him, there was not any tabu or “black list“ of 
libri prohibiti of the quantitative linguistics). NOTE: As he 
said in 2014, go behind Bunge, go behind the dominant 
consensus of methodology in QL, plenty of it is outdated, 
and then he brought the text of Meyer 2002.

ANALYSIS
In the following section, we will perform Menzerath-Alt-
mann’s law analyses on the transcript of television talk 



56

Benešová, Faltýnek, Zámečník

shows. The sample size is 18,500 characters (3,600 words). 
The text was manually transcribed, and the transcription 
checked by two transcribers. Due to Grzybek’s typology of 
the word (2014), we will preprocess the transcript in diffe-
rent ways and monitor the influence of these changes on 
the analysis. We have already provided this kind of analysis 
(Benešová, Faltýnek, Zámečník 2015). Following this and 
based on Grzybek’s instructions, we want to use variants 
of text preprocessing in greater plasticity (see the analysis 
versions below), and at the same time we want to employ 
the results of the analysis to explain the law—analogously 
to the explanation of the laws on non-linguistic material. We 
focus on the possibilities of sample processing in terms 
of the description of language levels and their parts, but 
this does not end the problems with language sample pro-
cessing; another problem that enters the treatment of word 
forms and other language units is their polysemy, which is 
determined by the language context and is core characte-
ristic of lexicon. This issue is formulated by Kelih, Andreev 
and Altmann (2018). They present orientative analyses in 
terms of the impact of polysemy on the structure of the 
text and lexicon. In the following sections we will present 
variants of Menzerath-Altmann law analysis on the basis 
of the different text processing.

To model the Menzerath-Altmann’s law tendency, we 
employ the four following formulas of the MAL:

Model 1) y = y1x
-b

Model 2) y = Ax-b

Model 3) y = y1x
-bec(x-1)

Model 4) y = y1x
-becx

where A, b, c are real parameters. Using all of these 
formulas, we refer to our previous experiments where we 
studied suitability of applying these formulas and their ac-
curacy, cf. (Andres et al. 2012b) and (Andres at al.2014). To 
be exhaustive, we will present the results of all four models.

VERSION 1
Firstly, we processed the text sample, i.e. we segmen-
ted three subsequent language levels composed always 

of a language construct (measured in its constituents) 
and a language constituent (measured in its subconsti-
tuents). We attempted to build the chain of embedded 
language units which are as atomic as possible to have 
a thorough experiment.

Level 1: replica (in utterance number)—utterance (in 
tacts)
Level 2: utterance (in tacts)—tacts (in syllables)
Level 3 tacts (in syllables)—syllables (in sounds)

x z y

1 194 4.1804

2 50 5.3800

3 13 5.4103

4 8 5.1875

5 6 5.0333

6 3 4.5000

8 2 5.6875

9 1 3.7778

10 1 3.0000

14 1 5.2857

Table 1: Quantification of the relationship of linguistic 
units on Level 1 in the basic Version-1 experiment, 
i.e. x—the length of a replica measured in utterances, 
z—the frequency of respective replicas, y—the average 
length of utterances composing replicas of the given 
length measured in tacts.

 A b c R² Homo. Normal.

Model1 -0.0474 0.1422 OK OK

Model2 5.0133 0.0457 0.0334 OK OK

Model3 -0.2058 -0.0445 0.2575 OK OK

Model4 4.8595 -0.0769 -0.0262 0.0693 OK OK

Figure 1: Visualization of the data points of from Table 1, the lines attempt to model the tendency of the 
Menzerath-Altmann law based on these points
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The outcome is obviously far from any MAL tendency, 
what is more, the data points are more scattered than 
showing any stable tendency. We might guess whether 
the units employed were defined or segmented properly.

LEVEL 2 

The tendency of data points is much more stable 
than on Level 1, however it is slightly upward-sloping, 
i.e. inverse to the Menzerath-Altmann’s law tendency. 
The reason may be an embedded unit missing.

LEVEL 3

x z y

1 412 2.5291

2 814 2.4975

3 584 2.3385

4 270 2.2991

5 83 2.3181

6 13 2.1667

7 3 2.2857

8 2 2.1875

9 3 2.1111

Table 3: Quantification of the relationship of linguistic 
units on Level 3 in the Version-1 experiment, i.e. x—the 
length of tacts measured in syllables, z—the frequency 
of respective tacts, y—the average length of syllables 
composing tacts of the given length measured in sounds

Table 2: Quantification of the relationship of linguistic 
units on Level 2 in the Version-1 experiment, i.e. x—the 
length of an utterance measured in tacts, z—the 
frequency of respective utterances, y—the average 
length of tacts composing utterances of the given 
length measured in syllables

x z y

1 82 1.9146

2 94 2.5053

3 73 2.4703

4 51 2.4853

5 38 2.6842

6 26 2.5641

7 20 2.4214

8 13 2.4423

9 8 2.4722

10 10 2.5600

11 5 2.4182

12 9 2.3796

13 5 2.4154

14 5 2.3857

15 4 2.4167

17 2 2.6179

18 5 2.6667

20 1 2.1000

22 2 2.4773

23 1 3.2174

24 2 2.7083

28 4 2.4464

Figure 2: Visualization of the data points from Table 2, the lines attempt to model the tendency of the 
Menzerath-Altmann law based on these points

 A b c R² Homo. Normal.

Model1 -0.1065 0.8636 OK OK

Model2 2.2370 -0.0457 0.1697 OK OK

Model3 -0.1679 -0.0112 0.8896 OK OK

Model4 2.1822 -0.0793 -0.0041 0.1875 OK OK

 A b c R² Homo. Normal.

Model1 -0.1065 0.8636 OK OK

Model2 2.2370 -0.0457 0.1697 OK OK

Model3 -0.1679 -0.0112 0.8896 OK OK

Model4 2.1822 -0.0793 -0.0041 0.1875 OK OK
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VERSION 2
We decided to slightly play with Level 3 to discover what 
happens. Thus, we chose a very marginal change, at first 
sight. Our sample is spoken, thus we chose to omit glottal 
stops. The surprising output is shown below.

LEVEL 3

x z y

1 412 2.4199

2 814 2.4896

3 584 2.3299

4 270 2.2944

5 83 2.3060

6 13 2.1667

7 3 2.2857

8 2 2.1875

9 3 2.0741

 
Table 4: Quantification of the relationship of linguistic 
units on Level 3 in the Version 2 experiment when 
omitting glottal stops, i.e. x—the length of an tacts 
measured in syllables, z—the frequency of respective 
tacts, y—the average length of syllables composing 
tacts of the given length measured in sounds 

 A b c R² Homo. Normal.

Model1 0.0461 0.8370 OK OK

Model2 2.5041 0.0657 0.7096 OK OK

Model3 -0.0236 -0.0235 0.9107 OK OK

Model4 2.4950 -0.0109 -0.0211 0.8028 OK OK

 
The results presented in Figure 3, obviously showing their 
Menzerath-Altmann’s law tendency, change into more 
scattered data points with no clear tendency.

VERSION 3
Afterwards, we decided to omit utterances, which shall, at 
first sight, cause breakdown of the chain of units.

LEVEL 1

x z y

1 45 1.6222

2 44 2.4432

3 35 2.2952

4 23 2.1848

5 25 2.5440

6 11 2.3939

7 10 2.7429

8 9 2.3056

9 8 2.4861

10 3 2.8667

11 7 2.5065

12 6 2.3750

13 2 2.8462

14 5 2.4857

15 4 2.6000

16 2 2.4688

17 3 2.7255

18 3 2.6296

19 2 2.2105

21 1 2.4286

22 5 2.3818

24 4 2.6250

25 1 2.4800

26 2 2.2885

27 3 2.5062

30 1 2.4000

Figure 3: Visualization of the data points from Table 3, the lines depict the tendency of the Menzerath-
Altmann law based on these points
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32 1 2.5625

34 3 2.5098

35 2 2.3571

36 1 2.5000

37 1 2.4324

41 2 2.6707

43 1 2.6744

48 1 3.3125

74 1 2.5811

 
Table 5: Quantification of the relationship of linguistic units 
on Level 1 in the Version 3 experiment, i.e. x—the length of 
replicas measured in tacts, z—the frequency of respective 
replicas, y—the average length of tacts composing 
replicas of the given length measured in sounds

 
 A b c R² Homo. Normal.

Model1 -0.1464 0.9183 OK OK

Model2 2.1942 -0.0463 0.1587 NO OK

Model3 -0.2043 -0.0071 0.9432 OK OK

Model4 2.1530 -0.0581 -0.0006 0.1646 NO OK
 
The table of outputs together with Figure 4 show that 
the data points do not follow the MAL.

VERSION 4
Finally, we decided to skip syllables in our segmentation. 
Repeatedly, one might feel, even before the experiment 
is started, that there is a unit/there are units missing.

LEVEL 2

x z y

1 82 4.2805

2 94 5.8989

3 73 5.9680

4 51 5.9412

5 38 6.4421

6 26 6.1859

7 20 5.9000

8 13 5.8269

9 8 6.0833

10 10 5.9800

11 5 5.6182

12 9 5.7037

13 5 5.7385

14 5 5.9143

15 4 5.5500

17 2 6.4412

18 5 6.2222

20 1 5.2500

22 2 5.6591

23 1 7.4783

24 2 6.3333

28 4 5.9732

 
Table 6: Quantification of the relationship of linguistic units 
on Level 2 in Version 4, i.e. x—the length of utterances 
measured in tacts, z—the frequency of respective 
utterances, y—the average length of tacts composing 
utterances of the given length measured in sounds 
 

 A b c R² Homo. Normal.

Model1 -0.1318 0.8877 OK OK

Model2 5.4171 -0.0388 0.0941 NO OK

Model3 -0.2180 -0.0158 0.9222 OK OK

Model4 5.0143 -0.1125 -0.0073 0.2599 OK OK

 
The tendency of data points is horizontal or slightly upward-
-sloping, thus they do not follow the MAL at all.

Figure 4: Visualization of the data points from Table 5, the lines depict the tendency of the Menzerath-
Altmann law based on these points
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DISCUSSION
Let us start in the evaluation of this experiment with Ver-
sion 1. If we are to evaluate the outputs, it is clear that 
the Menzerath-Altmann’s law showed the best on Level 
3. That means we can assume that the relationship of 
linguistic units and their own specification was defined 
and set the best and most precise on Level 3. And yes, this 
reflects the linguistic reality, up to the present the units 
on this level and their borders have been defined easiest 
and most clearly (see quotation of Peter Grzybek above).

This, nevertheless, cannot be quoted about the other 
levels and their units. And this imperfection and inabi-
lity to either use the correctly defined units or to employ 
all the embedded units (already discovered or not yet 
noticed) displays clearly on the other levels. As a con-
sequence, we decided to perform other follow-up expe-
riments which attempt to either improve the above-men-
tioned outputs or at least will demonstrate that if the 
starting setup is changed, the results prove the change 
or deterioration in outputs even deeper.

In Version 2 of this experiment, we decided to touch 
Level 3 units, glottal stops, i.e. we omitted them. We can 
see the change in graphs and in the positioning of data 
points, which caused a significant breakdown of the 
previous MAL tendency. And we feel the urge to highli-
ght that such a change was caused not by inserting or 
omitting any unit level but by different setting or defining 
just one of the already-involved units. This suggests that 
the whole system is very sensitive to initial conditions, i.e. 
it shows chaotic behaviour. Consequently, we can state 
that omitting the unit which has no linguistic nature—glot-
tal stop has no phonological function in the text—that is, 
the glottal stop omission, affected the physical conditions 
of communication related to the text, not the linguistic 
characteristics of the text. This supports the conclusion 
of Torre et al. (2019) that the law manifests itself in the 
relation to the physical conditions on which the text is 
based, i.e. there is no linguistic structurality manifested 
in the law. Or, conversely, the physical conditions are 
reflected in the form of language units in  this language 
level and its clear linguistic delimitation—which is not 
ensured for other language levels. This way we return 

again to Peter Grzybek and to the claim that if we were 
sure of the linguistic processing of the text, we would 
be sure of the results of the MAL analysis.

As the next step, in Version 3 of the experiment, we 
touched one of the before-employed unit levels; i.e. we 
decided to omit utterances. The table of outputs together 
with Figure 4 show that the data points do not follow the 
MAL; on top, their general tendency is upward-sloping. 
Linguistically interpreted, there is something wrong with 
the unit setting or unit employing. And the upward-slo-
ping tendency might imply that a unit level is missing 
(compare with Grzybek, Stadlober 2007). Thus, the Ver-
sion-3 change has not improved the Version-1 behaviour 
of the system.

In version 4, we continued in what was started in 
Version 3, and omitted a unit, the syllable. The tendency 
of data points is, then, horizontal or slightly upward-slo-
ping, thus they do not follow the MAL at all. The inversion 
might again suggest that there is a unit level missing in 
the chain of the embedded ones. So the above-mentio-
ned might lead us to a conclusion that removing units 
should be replaced by their reasonable insertion. So this 
is the future of our experiments.

In this experiment, we attempted to be as homoge-
neous as possible, thus we employed and played with 
one language sample. We wanted to go in three direc-
tions. Firstly, we used as traditional unit and unit level 
setting as possible; secondly, we adjusted the defini-
tion of a unit of the level which showed in the previous 
setting the best behaviour in concord with the MAL. The 
adjustment changed the outputs dramatically, i.e. the 
system proved to be highly sensitive. Such a change 
destroyed any MAL tendency. The points are not down-
ward-sloping any more, not even upward-sloping; they 
are fluctuating. Lastly, we tried to play with levels, we 
omitted some of them. Omitting units, nevertheless, 
has not improved the outputs from Version 1 of the ex-
periment. Lastly, therefore, we want to reiterate Peter 
Grzybek’s recommendation quoted above: a) to reflect 
text processing before the analysis of language laws; 
b) to reflect the systematic impact of text processing 
changes on the manifestation of laws. If we do not start 

Figure 5: Visualization of the data points from Table 6, the lines depict the tendency of the Menzerath-
Altmann law based on these points
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analysing the linguistic laws from the linguistic text 
processing, we will be forced to leave the explanation 
of the law inside the linguistic, as in the case of Torre 
et al. (2019).
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