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ABSTRACT

Aiming at the challenges to the accurate and stable heading control of underactuated unmanned surface vehicles 
arising from the nonlinear interference caused by the overlay and the interaction of multi interference, and also the 
uncertainties of model parameters, a heading control algorithm for an underactuated unmanned surface vehicle based 
on an improved backpropagation neural network is proposed. Based on applying optimization theory to realize that the 
underactuated unmanned surface vehicle tracks the desired yaw angle and maintains it, the improved momentum of 
weight is combined with an improved tracking differentiator to improve the robustness of the system and the dynamic 
property of the control. A hyperbolic tangent function is used to establish the nonlinear mappings an approximate 
method is adopted to summarize the general mathematical expressions, and the gradient descent method is applied 
to ensure the convergence. The simulation results show that the proposed algorithm has the advantages of strong 
robustness, strong anti-interference and high control accuracy. Compared with two commonly used heading control 
algorithms, the accuracy of the heading control in the complex environment of the proposed algorithm is improved 
by more than 50%.

Keywords: underactuated unmanned surface vehicle; backpropagation neural network controller; heading control; hyperbolic tangent function

INTRODUCTION

With the development of the unmanned surface vehicle (USV), 
the intelligence of USV motion control has been gaining increasing 
attention. Thanks to its strongly autonomous navigation capability, 
environmental adaptability and modular design advantage, it 
has been widely used in hydrologic reconnaissance, maritime 
search and rescue, and navigation of formation and other fields 
[1-6]. To solve the nonlinear interference problem caused by the 
overlay and the interaction of multi interference, and the poor 
robustness of control methods due to the uncertainty of the model 
parameters [7-8], active disturbance rejection control [9-10] 

(ADRC), fuzzy control [11-12], backstepping control [13-15], 
sliding mode control [16-21] (SMC), and proportion integration 
differentiation (PID) control [22-24], combined with intelligent 
algorithms and artificial neural networks [25-27] (ANN), have 
been introduced by scholars.

A new robust model predictive control (MPC) algorithm for 
trajectory tracking of an autonomous surface vehicle is proposed 
by Esfahani [28]. A sliding mode control-based procedure for 
designing the MPC and a super-twisting term are adopted to 
fulfill the robustness property. A hierarchical control framework 
associated with control algorithms for the USV swarm is proposed 
by Zhuang [29]. The control framework is divided into three task 
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layers to implement the distributed control of the autonomous 
swarm. With the help of the Lyapunov method, the motion 
controller is proved asymptotically stable. Kula [30] presented 
a search operation support system, equipped with an IMC control 
system, which can provide highly accurate control. The simulation 
tests indicated that precise search work can be done using less 
time. Zhang [31] improved the PID control to an adaptive self-
regulation PID (APID) scheme by using the Lyapunov direct 
method. The APID control scheme, which can ensure the 
boundedness of all signals in the ship course-keeping control 
system, is effective and robust. Besides, under the continuous 
development of intelligent control, intelligent control itself has 
gradually been attracting increasing interest among scholars.

Benefiting from the strongly robust and flexible controller 
design, neural network control has been applied in the field 
of motion control of USVs. A fuzzy dynamic surface control 
controller was designed by Wang [32], who merged the 
fuzzy method with the dynamic surface control to realize the 
ship’s heading tracking. The Nussbaum function is applied 
to handle the unknown control direction without any prior 
knowledge. Combined ADRC and radial basis function (RBF) 
neural networks observed state values using an extended state 
observer, and the RBF neural networks were used to optimize 
the parameters in the ADRC control in a RBF-ADRC controller 
designed by Liu [33]. Yi [34] applied PID feedback control to the 
USV path following, and a control strategy containing heading 
control and velocity control is designed based on the line of sight 
algorithm. Separately from the heading control, the desired 
velocity is tracked.

However, those authors used neural networks to optimize 
the control parameters and did not consider the complex 
environmental disturbance. Rihem [35] integrated image 
sensing with motion control by introducing the result of 
perception into the navigation algorithm. A PID controller 
was used to accomplish the steering and change of speed. Du 
[36] proposed a safe Lyapunov boundary deep deterministic 
policy gradient algorithm of USV interception, pre-training 
the deep policy network by the proportional adaptive control 
combined with the line of sight algorithm. Comparing LQG 
control with adaptive PID control, a LQG controller combined 
with Kalman filtering was proposed by Asfihani [37]. It was 
concluded that the LQG controller combined with the Kalman 
filtering method is superior to the adaptive PID control when 
the PID control parameters are obtained by recursive least 
squares (RLS). Wang [38] presented an event-triggered adaptive 
control to handle the consensus problem when one-leader 
multi-agent systems were attacked. The RBF neural network 
was used to evaluate the actor which consisted of sliding 
mode control and adaptive reinforcement learning control. 
A formation control algorithm based on deep reinforcement 
learning and a leader follower that set a reward function related 
to the error of the follower’s distance and the follower’s velocity, 
together with a random braking mechanism, were designed 
by Zhao [39]. The local optimum was solved by a random 
barking mechanism, and the design of an efficient reward 
function sped up the convergence, enabling the formation to 
get out of disruption quickly. But those authors do not give 

the mathematical expression of the controlled variables, or 
examine the motion state of the ship.

With the complex environmental disturbance taken into 
consideration and adaptive control parameters, mathematical 
expressions of control are established, also the restriction of the 
motion state of the ship, and a backpropagation neural network 
(BPNN) controller is designed for heading control. Compared 
with existing studies, the main contributions of this paper can be 
summarized as follows: (i) we present a novel control algorithm 
for the heading control problem, in which the desired yaw angle 
of the USV is transformed into a minimized cost function 
which is related to the actual state and desired state, which can 
simplify the controller design; (ii) we propose an improved 
adaptive momentum of weight for the gradient descent, which 
helps the neural network get out of local optima and speeds 
up the convergence, guaranteeing that the controller can adapt 
online and finally converge stably; (iii) we devise an improved 
tracking differentiator for extracting state variables, weaken the 
noise amplification effect and implement the transition process; 
(iv) we design a novel controller for the heading control of 
the USV by combining the backpropagation neural network 
and optimization theory, applying the tanh function to build 
a nonlinear mapping, and an approximate strategy is adopted 
in the design process of the control algorithm to summarize 
the general mathematical expressions.

The remainder of this paper is organized as follows. In 
Motion Model, the motion model of the USV is described. In 
Controller Design, an adaptive control method is proposed 
and a backpropagation neural network controller is designed. 
To verify the effectiveness of the proposed control algorithm, 
numerical simulations, results and analysis are presented in 
Simulation Test Design, and Conclusion contains the conclusion.

Motion model

As the basis of motion control, the selection of the motion 
response model and model parameters is key. According to the 
literature [40], the second-order nonlinear KT equation can be 
described as follows:

T1T2r.. + (T1+T2)r. + r + αr3 = KT3δ
. + K(δ + δr)   (1)

In Eq. (1), T1, T2, and T3 are time parameters which are related 
to the rudder ability and heading stability of the USV, K is the 
rudder angle gain coefficient, which is related to the rotationality 
of the USV, α is a constant coefficient of the nonlinear part, δr is 
the critical rudder angle. Conventionally, ψ represents the yaw 
angle, r is the heading rate and δ is the rudder angle.

Controller design

In response to the heading control problems raised in the 
Introduction, the control algorithm is introduced based on 
the motion model described in Motion Model. The heading 
control system is set to obtain the status information and target 



POLISH MARITIME RESEARCH, No 1/202356

information to input into the BPNN controller, and the output 
of the BPNN controller, which is called the control variable, is 
the input of the USV motion control module. The block diagram 
of the system is shown in Fig. 1 below.

Fig. 1. Block diagram of control system

In the design of the controller, a tracking differentiator 
extracts the differential signal that is used in the controller, 
which is shown in part 1, and part 2 illustrates the main process 
of backpropagation neural network control, in which the 
structure of the controller and backpropagation algorithm are 
discussed. In part 3, the convergence of the proposed control 
strategy is analysed with the help of optimization theory and 
the Taylor formula.

A. Tracking Differentiator

To solve the noise effect during differential calculations, the 
tracking differentiator is used to approximate differentiation. 
Consider a second-order integrator series system:

                 x.1 = x2

x.2 = u,|u| ≤ β            (2)

According to motion theory, speed-up then slow-down is 
required for matching the motion state in the least time. In this 
way, the pivotal element of the fast optimal control function is 
when to accelerate and when to decelerate. For a problem that 
eventually stabilizes at the origin, based on Newton’s second laws 
of motion, the motion state depends on x1+x2|x2|/(2β). Thus, its 
fast optimal control function can be concluded based on the 
literature [9]:

u(x1, x2) = βsign(x1 + )        (3)

Replacing x1 with x1–v0(t), so that x1 can track v0(t), and x2 
can be used as the differential of v0(t). To smooth the transition 
process, the signum function is replaced by a hyperbolic tangent 
function, and the actual problems must be discontinuous, so 
the discretization of (2) can be expressed as:

   x1(k + 1) = x1(k) + h0x2(k)

x2(k + 1) = x2(k) + h0 f                    (4)

    f = –βtanh(x1(k) – v(k) + x2(k)| x2(k)|/(2β))

However, this is only an approximate numerical solution for 
discrete systems, so the improved discrete fast optimal control 
function and tracking differentiator are introduced as follows:

     x1(k + 1) = x1(k) + h0x2(k)

      x2(k + 1) = x2(k) + h0 f h            →

      f h = f han(x1(k) – v(k), x2(k), β, h)

     d = β, h
      d0 = dh
      a0 = hx2

→     y = x1+a0

      a1 = 

      a2 = a0+tanh(y)(a1–d)/2
      a = (a0+y)fth(y, d)+a2(1–fth(y, d))
      f han = –aβ fth(a, d)/d–β tanh(a)(1–fth(a, d))

    (5)
In (5), fth(x, y)=(tanh(x+y)–tanh(x–y)/2. The hyperbolic 

tangent function can be described as follows:

tanh(x) =             (6)

So, the discretization of the improved tracking differentiator 
is established, h is a filter factor, h0 is time-step, and β is a rapidity 
factor.

b. Bpnn controller

A BPNN with double hidden layers is used as the controller 
and a three-layer structure neural network is designed, including 
an input layer, a hidden layer which contains two layers of 
neurons, and an output layer. The input layer has three neurons, 
the hidden layer H1 has three neurons, the hidden layer H2 
has three neurons, and the output layer has one neuron. The 
network structure [41] is shown in Fig. 2 below.

As Fig. 2 shows, the input vector is normalized to the input 
layer, the corresponding input of the input layer can be defined 
as I i

input , and the corresponding input of the input layer can be 
defined as O i

input.

Fig. 2. Schematic diagram of structure of backpropagation  
neural network (BPNN)
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In (11), e is the difference between the actual yaw angle at t 
and the target yaw angle, which is ψe. According to the gradient 
descent method, the updated weight can be obtained:

             Δωji = –λ 
    (12)

              ωji = ωji + Δωji

In the equation, λ is the learning rate set initially based on 
experience, which is often taken as a number in the range of 
0 to 1.

In the neural network, ω31 represents the first weight of the 
3rd neural layer, that is, the weight of the first neuron of the 
H2 layer to the output layer. The ∂D/∂ω can be deduced based 
on chain differentiation law, and the equation of ∂D/∂ω31 is 
shown as follows:

 =  ·  ·  ·          (13)

In (13), ∂D/∂u is the derivation of the cost function to the 
control output. According to (1), the result can be approximated 
as the difference between the actual yaw angle at t and the target 
yaw angle when ignoring the result’s higher-order error, and the 
approximate errors can be compensated for by the adaptability 
of the network.

The derivation of the hyperbolic tangent function can be 
expressed as:

f ʹ (x)=(   )ʹ=1–  =1–(tanh(x))2   (14)

Similarly, the weight ω3i (i = 2, 3) is updated:

 =  ·  ·  ·          (15)

Then, the weight ω21, which is the weight between the hidden 
layer H2 and the hidden layer H1, is updated. The update of 
ω21 should be calculated as:

 =  ·  ·  ·  ·  ·     (16)

Similarly, the weights ω2m(m = 1, 4, 7), ω2q(q = 2, 5, 8), and  
ω2k(k = 3, 6, 9) are updated:

        =  ·  ·  ·  ·  ·  

 =  ·  ·  ·  ·  ·      (17)

         =  ·  ·  ·  ·  · 

Then, the weight ω11, which is the weight between the 
hidden layer H1 and the input layer, is updated. All errors 
in the backpropagation should be fully considered. Thus, the 
update of ω11 should be calculated as:

 =  ·  ·  ·  ·  ·  ·  +

 ·  ·  ·  ·  ·  ·  ·  +

The difference between the actual yaw angle at t and the target 
yaw angle can be described as ψd–ψ, represented by ψe, the rate 
of change of the difference between the actual yaw angle at t and 
the target yaw angle can be described as ψ.e, and the derivation 
of the rate of change of the difference between the actual yaw 
angle at t and the target yaw angle can be described as ψ..e.

               I1
j = O1

j = ψe

I2
j = O2

j = ψ.e , j = 1           (7)

                I3
j = O3

j = ψ..e

Likewise, the input of hidden layer H1 can be defined as 
I i

layer1, the output of hidden layer H1 can be defined as Oi
layer1, 

the input of hidden layer H2 can be defined as I i
layer2, the output 

of hidden layer H2 can be defined as Oi
layer2, the input of the 

output layer can be defined as , and the output of the output 
layer can be defined as Oout.

The multiplication accumulation of the input layer’s input 
and the corresponding weights are the input of the H1 layer of 
neurons. Generally, the input of neurons which located at the 
second and third layer can be expressed as:

           I1
j =  Oi

j–1 · ω(j–1)(3i–2)

I2
j =  Oi

j–1 · ω(j–1)(3i–1), j = (2, 3)     (8)

            I3
j =  Oi

j–1 · ω(j–1)(3i)

According to the controller design, in addition to the input 
layers, an activation function needs to be set in each layer. 
The hyperbolic tangent function is selected as the activation 
function, instead of the sigmoid function, to adapt to the range 
of values for the rudder angle, and ameliorate the vanishing 
gradient problem. Thus, the output of the H1, H2, and output 
layers is obtained by the activation function, which calculates 
the result of the function by treating all the inputs of a neuron 
in the layers as the function variable.

Meanwhile, the output of neurons can be expressed as:

Oi
j = tanh(I i

j)              (9)

In (9), i = (1, 3), j = (2, 3). As for the last layer, the rudder 
angle δ is its output.

             I1
j =  Oi

j–1 · ω(j–1)(i)
, j = 4       (10)

              O1
j = tanh(I1

j)

The goal of the algorithm is to track the set yaw angle, thus 
it is necessary to design the cost function of the neural network 
to update the weights. The variable of the cost function is 
related with the target of control, and the cost function can 
be designed as:

D =  e2              (11)
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 ·  ·  ·  ·  ·  ·  · 
    (18)

Similarly, the weights ω1m(m = 1, 4, 7), ω1q(q = 2, 5, 8), and  
ω1k(k = 3, 6, 9) are updated.

     =   ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   · 

      =   ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   · 

      =   ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   ·   +

      ·   ·   ·   ·   ·   ·   · 
    (19)

In the updating of the weight ω2i and ω1i(i = 1, 9), the weights 
of the latter layer are used to update the current weight. There 
are two ideas here: one is to use the updated ω3i(i = 1, 3), the 
other is to use the ω3i(i = 1, 3), which has not been updated. The 
former is a unified update and the latter is to update the weights 
with the updated weights, which can theoretically accelerate the 
convergence. Therefore, the iterative update method is adopted.

On the basis of the above weight algorithm, the control 
variables of the controller can be represented mathematically. 
The related matrices are defined as follows:

E = [e, e. , e..]            (20)

The matrix E is the error, representing the difference between 
the desired state and actual state.

[T, C]T = [1, T1 + T2, T1T2, K, KT3]    (21)

The matrix T, which contains three rows and one column, 
is the time parameters of the ship model, and the matrix C, 
which contains two rows and one column, is the coefficient of 
the controlled variable.

 = [δ, δr, δ
. ]              (22)

The matrix  is the controlled variable. According to the 
equations above, (1) can be converted to (23), shown as follows:

[–E. , r3] · [T, α]T =  · C        (23)

To calculate the controlled variable, the following matrices 
are introduced:

W1 = 
w11  w14  w17
w12  w15  w18
w13  w16  w19

 , W2 = 
w21  w24  w27
w22  w25  w28
w23  w26  w29

 ,

W3 = [w31, w32, w33]
T          (24)

In addition, considering that the traditional gradient 
descent method easily falls into the local optima, an adaptive 
momentum was adopted when updating the weights. The 
adaptive momentum was designed as:

εζ = ζ tanh(e )            (25)

In (25), ρ is a constant coefficient, x is the error, and ζ is an 
adaptive coefficient. The specific equation of ζ is given as follows:

ζ(t+1) = Δωji(t)G(x)          (26)

In (26), Δωji(t) is the former change of weight, and G(x) is 
a piecewise function as follows: 

G(x) = 0.8,  x > σ
0,   x < σ

          (27)

In (27), σ is the maximum permissible error. The stability of 
the convergence is guaranteed by the piecewise function, and 
the adaptive momentum is zero when the accuracy is satisfied.

Therefore, the updated weights can be represented as:

       Δωji(t+1) = –λ   + εζ     (28)
        ωji(t+1) = ωji(t) + Δωji(t+1)

When the algorithm falls into the local optima, 
Δωji(t+1)≈Δωji(t), thus:

Δωji(t+1)=–λ +εζ≈–λ +Δωji(t+1)G(x)tanh(e )=

– λ
1–G(x)tanh(e )              (29)

It can be concluded that the learning rate is amplified to 
shift away from the local optima, and the convergence is 
accelerated. In summary, the control variable of the controller 
can be obtained:

u = tanh{tanh[tanh(EW1)W2]W3}      (30)

c. Convergence ANALYSIS

In order to better describe the convergence analysis process 
of the control algorithm presented here, the following theorems 
are applied.
Theorem 1 [42]:

Suppose the function f(x) is Lipschitz continuous, for the 
constant L>0 and any x, y on the domain, it is concluded that:

|| f(x) – f(y)|| ≤ L||x – y||          (31)
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Theorem 2 [42]:
Suppose the function f(x) obeys Theorem 1, the Taylor 

second expansion of function f(x) can be obtained:

f(y)=f (x+(y–x))≤f(x)+ f(x)T(y–x)+ 2f(x)||y–x||2

≤f(x)+ f(x)T(y–x)+ L||y–x||2      (32)

Considering (11): f(x)=x2/2, its domain is [–π, π], and it is 
easy to verify that || f(x)– f(y)|| ≤ L||x–y|| when L≥π, which 
means that the function f(x) obeys Theorem 1 and Theorem 2. 

According to (12), we obtain:
y = xt+1 = xt – λ f(xt)        (33)

Thus, combining (32), we obtain:

  f(xt+1) ≤ f(xt)+ f(xt)
T(xt+1–xt)+ L||xt+1–xt||

2

  = f(xt)+ f(xt)
T(xt–λ f(xt)–xt)+ L||xt–λ f(xt)–xt||

2

  = f(xt)– f(xt)
Tλ f(xt)+ L||λ f(xt)||2

    (34)
  = f(xt)–λ|| f(xt)||2+ Lλ2|| f(xt)||2

  = f(xt)–(1– Lλ)λ|| f(xt)||2

while 0<λ≤1/L and L>0, –(1–Lλ/2)=Lλ/2–1≤L(1/L)/2–1= 
1/2–1=–1/2, thus:

f(xt+1) ≤ f(xt) – λ|| f(xt)||2        (35)

Now, assuming that f(x*) is the optimal solution, the Taylor 
first expansion of f(x*) can be obtained:

         f(x*) ≥ f(xt) + f(xt)
T(x*–xt)     (36)

          f(xt) ≤ f(x*) + f(xt)
T(xt–x*)

Plugging this into (34), we obtain:

f(xt+1) ≤ f(x*) + f(xt)
T(xt–x*)– || f(xt)||2    (37)

f(xt+1)–f(x*)≤ (2λ f(xt)
T(xt–x*)–λ2|| f(xt)||2)

= (2λ f(xt)
T(xt–x*)–λ2|| f(xt)||

2–||xt–x*||2+||xt–x*||2)

= (||xt–x*||2–||xt–λ f(xt)–x*||2)
    (38)

and plugging (33) into (38),

f(xt+1) – f(x*) ≤ (||xt–x*||2–||xt+1–x*||2)   (39)

Summing over iterations, we get:

( f(xt)–f(x*)) ≤ (||x0–x*||2–||xt–x*||2)
  (40)

= (||x0–x*||2–||xn–x*||2) ≤ (||x0–x*||2)

f(xt) ≤ nf(x*) + ||x0–x*||2       (41)

According to (35), we obtain:

nf(xn) ≤ nf(x*) + ||x0–x*||2       (42)

f(xn) ≤ f(x*) + ||x0–x*||2       (43)

For arbitrary infinitesimals γ, in order for f(xn)–f(x*)≤γ 
to be satisfied, it must be guaranteed that n≥||x0–x*||2/(2λγ). 
The adaptive momentum is adopted, and the learning rate is 
enlarged, which means that convergence can be achieved in 
smaller number of iterations.

The design of the controller is depicted above, and it is 
demonstrated that the algorithm takes the optimal solution 
when n moves towards positive infinity. The convergence of 
the proposed algorithm has been proved mathematically to 
be reasonable and stable.

Simulation test design

To verify the effectiveness of the proposed algorithm and 
the superiority of the improvement, simulation experiments 
were carried out.

To demonstrate the advantage of the improved TD and 
adaptive momentum, the simulation tests are displayed.

Fig. 3. Curves of input and differentiation under TD 
and improved TD with various time-steps

Fig. 4. Curve of convergence of error under various momentum strategies
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Fig. 3 shows the simulation tests under several time-steps, 
and it can be seen that the classic tracking differentiator got 
worse when the time-step was greater than 0.001s. When the 
time-step is large, the error caused by the signum function is 
amplified, resulting in oscillations. In contrast, the improved 
tracking differentiator is stable and precise under all time-steps.

Fig. 4 shows the simulation tests under different momentum 
strategies, and it can be concluded that the longest convergence 
times occurred in the algorithm without adaptive momentum. 
The convergence time of the adaptive momentum algorithm 
is 30% less than the former, whereas the convergence time of 
the improved adaptive momentum algorithm is 15% less than 
the adaptive momentum algorithm.

The superiority of the improvement has been demonstrated, so 
the control algorithm then needs to be tested. For comprehensive 
results, simulation experiments under several sets of working 
conditions were carried out to verify the convergence of the 
error and the accuracy of the BPNN control algorithm.

The second-order nonlinear model of the USV in the 

literature [40] was selected. The parameters of the USV are 
shown in Table 1, and the Runge‒Kutta method is selected for 
the numerical simulation experiments.

Tab. 1. Parameters of USV

Parameter T1/s T2/s T3/s K/s α/(s2·rad–2) δr/rad

Value 11.646 12.753 0.968 0.135 –0.002 0.006

Considering the limitation of the actuator and the limitation 
of the change of rudder angle in the steering, the maximum 
rudder angle is chosen as 0.5 rad, and the maximum rate of 
change is chosen as 0.06 rad/s. The simulated time-step is set 
to 0.1s, and the simulation experiments are set up as follows.

Case 1:
The initial state of the USV is , the environmental interference 

is taken from the literature, the interference formation is , and 
the desired yaw angle is 2pi/3, pi/4. The simulation results are 
presented in Figures 5 and 6.

Fig. 6. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance

Fig. 5. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance
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Fig. 5 is the yaw tracking diagram under the slow time-
varying interference when the desired yaw angle is 2pi/3, and 
Fig. 6 is the yaw tracking diagram under the slow time-varying 
interference when the desired yaw angle is pi/4.

Case 2:
The initial state of the USV is (ψ, δ), the environmental 

interference is taken from the literature, the interference 
formation is dr=0.04+0.1sin(0.5πt), and the desired yaw angle is 
pi/2, pi/4. The simulation results are presented in Figures 7 and 8.

Fig. 7 is the yaw tracking diagram under the time-varying 
interference when the desired yaw angle is pi/2, while Fig. 8 is 
under the pi/4 desired yaw angle.

Case 3:
The initial state of the USV is , the environmental interference 

is taken from the literature, the interference formation is , 
the desired yaw angle is pi/3, pi/4. The simulation results are 
presented in Figures 9 and 10.

Fig. 9 is the yaw tracking diagram under the multi time-
varying interference interference when the desired yaw angle is 

pi/2, while Fig. 10 is under the pi/4 desired yaw angle.
Compared with the literature [20, 23], the rapidity of 

control has improved by more than 20%, and the accuracy 
of control has improved by more than 50%. The strong anti-
interference has been proved under multi-interference, and 
the algorithm realized maintained the deviation at under 
2% without a disturbance observer. In conclusion, according 
to the figures, BPNN is more rapid and accurate than SMC 
and PID. Furthermore, unlike the SMC and PID that have 
feedforward compensation to the critical rudder angle, adaptive 
compensation was implemented in the BPNN controller, which 
shows strong robustness.

Conclusion

Utilizing optimization of the cost function, combined with 
adaptive backpropagation neural network control, a heading 
control method of a USV based on the improved BPNN is 
proposed. A novel control algorithm for the heading control 
problem is presented, and the desired yaw angle of the USV 

Fig. 8. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance

Fig. 7. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance
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is transformed into a minimized cost function that contains 
the actual state and desired state, which is convenient for the 
controller design. An improved gradient descent strategy 
that adopts an improved adaptive momentum facilitates the 
neural network to search for the global optimum, ensuring 
rapid and stable convergence and implementing adaptive 
control parameters. Theoretically, it is proved that the improved 
gradient descent strategy can solve the local optima problem 
and reduce the number of iterations, and its effectiveness and 
accuracy are confirmed by the experiments. An improved 
tracking differentiator is devised for extracting state variables 
and weakening the amplification effect of noise, and a transition 
process is implemented to smooth the input signal. The 
improved tracking differentiator enables signal tracking to be 
stable and effective in all time-steps, supplemented by tests to 
verify it. By combining the backpropagation neural network 
and optimization theory, applying the tanh function to build 
a nonlinear mapping, and using an approximate strategy to 
summarize the general mathematical expressions in the design 
process of the control algorithm, a novel controller for heading 

control of the USV is designed. A purely adaptive controller 
design that is based on adaptive control has theoretical 
significance, which means that accurate model parameters 
are not required for precise control. Relying on the adaptive 
capabilities, disturbance caused by the assumptions and 
approximate strategy in the algorithm can be compensated, 
which is of engineering significance. With the advantages of 
strong robustness, strong anti-interference and highly accurate 
control, as shown in a variety of simulation experiments that 
have been carried out, the advantages of the algorithm have 
been proved compared with conventional algorithms.
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